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ABSTRACT 

The proliferation of Internet of Things devices in healthcare, specifically the Internet of Medical Things, has 

revolutionized patient care and health-monitoring systems. Integrating these interconnected medical devices 

introduces unprecedented security challenges, necessitating robust Intrusion Detection Systems (IDSs) to 

safeguard patient data and healthcare infrastructure. To protect the IoMT devices from numerous malicious 

attacks, researchers have developed numerous Intrusion Detection Systems, but the development of an effective 

and real-time IDS remains a challenge. Our proposed IDS addresses this gap and surpasses state-of-the-art IDS 

techniques for IoMT networks. In this research paper, we have proposed a novel IDS approach for IoMT, 

leveraging a Hybrid Deep Learning technique to enhance detection accuracy and efficiency. By combining the 

strengths of Gated Recurrent Unit (GRU) and Attention Mechanism, the proposed IDS achieves superior 

performance in detecting anomalous activities in medical networks. We evaluated the proposed IDS model on 

two publicly available benchmark intrusion datasets and achieved 99.99 % accuracy on the ICU Healthcare 

Dataset and 98.94 % on the NF-TON-IoT Dataset. Precision, Recall, F1-score metrics and ROC-AUC for the 

proposed model are promising. We also added Noise to the features to show how effectively the model performed 

in noisy environments. Moreover, we used the K-Fold Cross Validation Technique to cross-validate the model’s 

performance on both datasets, ensuring the reliability and applicability of the suggested IDS model for IoMT 

networks. 

KEYWORDS 

Internet of medical things, Intrusion-detection system, Principal-component analysis, Deep learning, Gated 

recurrent unit, Attention mechanism, K-fold cross validation. 

1. INTRODUCTION

The Internet of Things (IoT) innovation has changed various industries, such as health care. 560M 

wearable are expected to ship by 2024, which will track and visualize real-time healthcare data [1] and 

this number could increase. The Internet of Medical Things (IoMT) has introduced several devices, 

including wearable health monitors, implantable medical devices and smart hospital equipment, that 

have  brought a revolution in the way patients are treated, diagnosed and cared for by enabling remote 

monitoring, real-time health tracking, personalized medicine [2] and ultimately become an integral 

part of  Smart Healthcare Systems. However, the widespread adoption of IoMT devices has introduced 

unprecedented security challenges, particularly concerning the protection of sensitive patient data 

produced by these Internet of Medical Things (IoMT) apps for remote healthcare monitoring from 

vital signs and other signals like Electro-Cardio-Gram (ECG) and Electro-Encephalo-Gram (EEG) and 

the integrity of healthcare infrastructure. Nonetheless, instances of cyber-attacks targeting sensitive 

medical information present a severe risk. The aim is to protect health data against multiple intrusion 

attacks [3]. Thus, an attacker tampering with this data can cause severe medical problems, including 

misdiagnosis, thereby resulting in delays in emergency care or causing death [4]. Consequently, the 

research examines the safety of IoMT-generated health data from the perspective of Smart Healthcare 

Systems. 

Attackers can remotely control IoMT devices to build IoT-based botnets, since they are simple to hack     

and attack. These assaults result in violations, infringements and disclosures of sensitive data inside 

the wider IoT-enabled system. Common attacks on Internet of Things (IoT)-based healthcare devices 
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include denial-of-service (DOS), ransomware, distributed denial-of-service (DDoS) and botnet attacks 

[5]. Figure 1 illustrates the cyber-attacks on IoMT network communication targeting vulnerable sensor 

devices towards known, unknown and zero-day intrusion attacks by intruders. The inter-connectivity 

of these devices, coupled with their susceptibility to cyber-threats, significantly expose patients’ data 

safety. 

Figure 1. Internet of medical things vulnerability and attacks. 

To address such emerging cyber-threats, there has been a need for robust Intrusion Detection Systems 

(IDSs) specifically designed for the Internet of Medical Things [6]-[8]. An IDS acts as the primary 

defence line against cyber-attacks by continuously monitoring network traffic, identifying any 

abnormal activity and alerting healthcare providers about possible security breaches instantly. 

However, traditional IDS solutions may not be suitable in an IoMT environment due to their unique 

nature where resources are limited, devices have different architectures and they operate dynamically 

[9]. To address these challenges, this research proposes a novel approach for intrusion detection in 

IoMT, leveraging a Hybrid   Deep Learning technique to enhance detection accuracy and efficiency. 

The novelty of the proposed approach is the integration of a Gated Recurrent Unit (GRU) with an 

Attention Mechanism for Intrusion Detection and Classification and Principal Component Analysis 

(PCA) for Feature Engineering. The proposed Intrusion Detection System (IDS) seeks to offer all-

encompassing coverage of anomalous behaviors and cyber-threats within medical networks. Also, we 

have used K-Fold Cross-validation procedures, which assess the model’s performance on every fold, 

to ensure the model’s robustness. 

This paper presents a detailed analysis of the proposed IDS architecture, its implementation and its 

performance evaluation using real-time scenario-based publicly available benchmark datasets like ICU 

Healthcare Dataset and NF-TON-IoT Dataset. In summary, this research contributes to advancing 

security in healthcare by developing a specialized IDS solution tailored for the Internet of Medical 

Things. By leveraging the power of hybrid Deep Learning techniques, the proposed IDS offers 

enhanced known, unknown and zero-day intrusion attack-detection capabilities in real-time scenarios, 

safeguarding patient data and ensuring the integrity of IoMT infrastructure. The main contributions of 

this paper are as follows: 

 Comprehensive Data Pre-processing: This has been achieved by standardizing numerical

features, reducing Dimensions using PCA and handling class imbalance with SMOTE. 
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 GRU with Attention Mechanism: The incorporation of a custom attention layer captures

temporal dependencies and important features. 

 Hyper-parameter Tuning: This has been carried out using keras-tuner to optimize model

parameters. 

 Robust Model Training: This has been ensured by early stopping to prevent over-fitting.

 Robustness to Noise: The model performance has been evaluated with added noise.

 Cross-validation (CV) for Stability: A stratified K-Fold CV was carried out for stability

assessment. 

 Scalability and Real-time Potential: The proposed model is designed for real-time intrusion-

detection scenarios and the scalable architecture is adaptable to new threats. 

Our research presents an innovative approach to enhancing Intrusion-detection Systems for the 

Internet of Medical Things by implementing a sophisticated GRU model with an attention mechanism. 

This advanced architecture effectively captures temporal dependencies and highlights significant 

features in IoMT data, improving the detection of intricate cyber-attacks. Comprehensive data pre-

processing steps, including standardization, dimensionality reduction using PCA and handling class 

imbalance with SMOTE, ensure the model’s effectiveness.  Hyper-parameter tuning using a keras-

tuner optimizes model parameters and early stopping prevents over-fitting during robust model 

training. We tackle the issue of imbalanced data by utilizing the Synthetic Minority Over-sampling 

Technique (SMOTE) and ensure the model’s robustness through K-Fold Cross-validation. Our IDS is 

designed for real-time processing, enabling swift detection and response to emerging threats. It offers 

high scalability and adaptability, accommodating   new threats and processing diverse IoMT data. The 

model’s robustness to noise is verified by evaluating performance with added noise. Evaluated on 

comprehensive ICU Healthcare and NF-TON-IoT Datasets, our model accurately identifies known and 

novel attacks, significantly enhancing security in real-time IoMT environments. Our evaluation results 

demonstrate that this proposed method outperforms existing techniques, which lack these advanced 

capabilities. 

The rest of the research article is organized as follows: The paper’s second section discusses the 

related research works based on machine-learning and deep-learning techniques used to implement the 

IDS model for the IoMT network. The third section discusses the preliminary concepts used in the 

proposed IDS model. The fourth section consists of the proposed research methodology. The fifth 

section contains complete information about the experimental setting required to operate and build an 

effective IDS model for IoMT. The sixth section comprises the experimental results and a detailed 

analytical report of our proposed IDS model. At last, section seven discusses the conclusion and the 

future scope of the proposed research work. 

2. RELATED WORKS

In this work, we analyze the literature on intrusion detection in the Internet of Medical Things 

networks, focusing on applying various Machine Learning (ML) and Deep Learning(DL) techniques 

researchers employ to develop their respective IDS models. We explore the use of traditional ML 

algorithms such as Decision Trees (DTs) [10], Random Forests (RFs) and Ensemble Learning (EL) 

[11] for anomaly detection and classification tasks in IoMT networks. Additionally, we examine

advanced DL approaches, including Convolutional Neural Networks (CNNs) [12], Recurrent Neural 

Networks (RNNs) [13] and others that offer data-driven and automated solutions for identifying 

complex patterns and anomalies in network-traffic data. Through this comprehensive review, we aim 

to highlight the strengths and drawbacks of ML and DL approaches in the context of IoMT, providing 

insights into their efficacy, scalability and adaptability to evolving cyber-threats in healthcare 

environments. Tables 1 and 2 emphasize the critical facts of state-of-the-art machine-learning and 

deep-learning Techniques proposed by researchers to construct an IDS model for IoMT networks. 

2.1 Machine Learning-based IDS for IoMT 

Using a fog-cloud-based architecture, Kumaret al. [14] suggested Ensemble Learning (EL) based IDS 

for IoMT environments. To identify attackers in the edge-centric IoMT framework, Nandy et al. [15] 

suggested an Empirical Intelligent Agent (EIA) based on a novel Swarm-Neural Network (Swarm-

NN) technique. To secure the data of IoMT applications, Singh et al. [16] presented a Dew-Cloud-
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based model employing Hierarchical Federated Learning (HFL). Wagan et al. [17] described the Duo-

Secure IoMT framework, which distinguishes between routine IoMT data and attack patterns using 

multi-modal sensory signals data. Khan et al. [18] examined the suggested technique for IoMT cyber-

attacks by employing ensemble- based techniques and fog-cloud infrastructure. Using a meta-learning 

strategy, Zukaib et al. [19] developed a Meta-IDS model that improves the detection of known and 

zero-day intrusions in the IoMT environment. 

Table 1. State-of-the-art machine-learning techniques. 

References Methodology Dataset Accuracy Limitations 

Kumar et 

al. [14] 

Ensemble learning using fog-cloud 

architecture. 

TON-IoT 96.35% To detect intrusions in IoMT networks, 

the suggested model is not sufficiently 

compared in the paper to other cutting-

edge ensemble or DL models. 

Nandy et 

al. [15] 

Using a Swarm-Neural Network 

approach based on Empirical 

Intelligent Agents (EIAs) to detect 

threats and evaluate the effectiveness 

of health data. 

TON-IoT 99.50% The paper does not compare the 

proposed Swarm-NN approach and 

existing intrusion-detection techniques 

in the IoMT frameworks. 

Singh et 

al. [16] 

For data privacy in IoMT, the 

Hierarchical Long- Short Term Memory 

model is implemented at dispersed Dew 

servers with a cloud computing- 

supported backend. 

TON-IoT 99.31% The paper’s comparison of the HFL-

HLSTM model with existing intrusion-

detection techniques is limited. 

Wagan et 

al. [17] 

Dynamic Fuzzy C-Means clustering 

with Bi-LSTM technique to identify 

attack patterns within the IoMT 

network. 

WUSTL 

EHMS 2020 

89.67% Dataset holds very few records. 

Khan et al. 

[18] 

Fog-cloud architecture and Ensemble 

Learning to handle IoMT security 

concerns. 

TON-IoT 98.56% The paper fails to identify emerging or 

unknown attacks in future IoMT 

environments. 

Table 2. State-of-the-art deep-learning techniques. 

References Methodology Dataset Accuracy Limitations 

RM et al. 

[20] 

PCA with Grey-wolf Optimization 

for feature engineering and DNN for 

attack classification. 

KDD99, 

UNSW-

B15 

99.99%, 

89.13% 
Lacks real-time implementation in 

live IoMT environment with sensitive 

medical data. 

Khan et 

al. [21] 

SDN enabled hybrid deep learning-

based IDS for IoMT. 

IoT 99.83% The paper lacks a comprehensive 

comparison with other state-of-the-art 

malware-detection methods on the 

same dataset. 

Awotunde 

et al. [22] 

Swarm-Neural Network-based IDS 

model for IoMT devices. 

NF-TON-

IoT 

89.00% The paper fails to specify which 

existing models or techniques were 

used to compare the proposed 

model’s performance on the same 

dataset. 

Saran et 

al. [23] 

S-RNN, LSTM and GRU-based

deep-learning technique to build IDS 

model for IoMT devices. 

ICU 

Healthcare 

99.00% The paper fails to handle imbalanced 

datasets and model’s robustness in 

noisy conditions. 

Saheed et 

al. [24] 

Deep Recurrent Neural Networks 

and Supervised machine-learning 

models were used to develop an IDS 

for IoMT environment. 

NSL-KDD 99.76% The dataset lacks the latest real-world 

IoMT attacks and traffic. 

Changanti 

et al. [25] 

PSO with DNN is used to implement 

an effective and accurate IDS in 

IoMT. 

WUSTLE 

HMS 2020 

96.00% Dataset holds very few records. 

Alzubi et 

al. [26] 

Blended DL framework leveraging 

the CNN-LSTM to recognize the 

latest intrusion attacks and defend 

the healthcare data. 

CIC-IDS 

2018 

98.53% Data imbalance and bias-mitigation 

strategies are not investigated. 
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2.2 Deep-learning Techniques for IDS in IoMT 

An IDS based on Deep Neural Networks (DNNs) was proposed by RM et al. [20] to identify and 

anticipate unknown threats in an IoMT  context.  Using a combination of CNN and LSTM techniques, 

Khan et al. [21] provided an SDN-enabled hybrid Deep Learning-based IDS for IoMT. To identify 

intrusions in   the data-centric IoMT system, Awotunde et al. [22] proposed a Swarm-Neural Network-

based intrusion detection system (IDS) model. Saran et al. [23] discussed S-RNN, LSTM and GRU-

based Deep-learning Techniques to identify intrusion attacks in the IoMT environment. In Saheed et 

al. [24], it was shown how an efficient and effective IDS for classifying and forecasting unforeseen 

cyber-threats in the IoMT environment can be developed using a Deep Recurrent Neural Network 

(DRNN) and Supervised Machine Learning (SML) models (Random Forest, Decision Tree, KNN and 

Ridge Classifier). To enhance the performance of IDS in IoMT, Changanti et al. [25] introduced the 

DNN-based DL model and the PSO feature-selection technique. Alzubi et al. [26] presented a hybrid 

deep-learning framework that combines the advantages of Long Short-Term Memory (LSTM) and 

Convolutional Neural Network (CNN) to effectively detect the most recent intrusion attacks and 

safeguard medical data. 

3. PRELIMINARIES

Preliminary concepts that are used to build a robust, secure and effective IDS solution are discussed in 

the following sub-section. 

3.1 Gated Recurrent Unit (GRU) with Attention Mechanism 

By enabling the model to focus on the most essential parts of the input sequence during prediction, the 

integration of an Attention Mechanism [27] with a Gated Recurrent Unit (GRU) [28] enhances the 

performance of the GRU. Unlike the general LSTM, CNN and GRU hybrid techniques, this technique 

efficiently prioritises essential temporal dependencies for the model, leading to enhanced accuracy in 

various IoT/IoMT applications. The GRU effectively prevents information loss by using update and 

reset gates to regulate information flow and refresh the hidden state. To determine what information 

should be prioritized, the Attention Mechanism computes a context vector by adding the weighted 

total of the hidden states. Alignment scores are used to calculate the hidden-state weights. By 

combining these two methods, the model’s capacity to manage long-range dependencies in sequential 

data is greatly enhanced, which makes it very helpful for complicated-pattern identification in IoMT 

contexts. The core equations for the GRU with Attention Mechanism are as follows: 

GRU Equations: 

zt = σ(Wzxt + Uzht−1 + bz)            (1) 

rt = σ(Wrxt + Urht−1 + br)   (2) 

h̃t  = tanh(Whxt + Uh(rt ⊙ ht−1 )+ bh)  (3) 

ht = (1 − zt) ⊙ ht−1  + zt ⊙ h̃t  (4) 

where xt is the input, zt is the update gate, rt is the reset gate, h˜t is the candidate’s hidden state and ht 

is the hidden state at time step t. The functions σ and tanh represent the sigmoid and hyperbolic 

tangent activation functions, respectively. ⊙ is the element-wise multiplication function [29]. 

Attention-mechanism Equations: 

𝒆𝒕,𝒊 =∨ ⊺ 𝐭𝐚𝐧𝐡 (𝐖𝒆𝒉𝒕 + 𝐔𝒆𝐡𝒊 + 𝐛𝒆)     (5) 

𝜶𝒕,𝒊 =
𝐞𝐱𝐩 (𝒆𝒕,𝒊)

∑ 𝐞𝐱𝐩(𝒆𝒕,𝒋)𝑻
𝒋=𝟏

 (6) 

 c𝑡 = ∑ 𝛼𝑡,𝑖h𝑖
𝑇
𝑖=1         (7) 

where the context vector is ct, the weight vector is v and the hidden state at time step t is represented 

by et,i, the alignment score is αt,i and the total number of time steps in the input sequence is T. The 

hyperbolic tangent activation function for the attention mechanism is represented as tanh. 

Additionally, the weight matrices for the respective gates and the attention mechanism are Wz, Wr, 

Wh, We; the weight matrices for the hidden state and the attention mechanism are Uz, Ur, Uh, Ue; and 

the bias vectors for the respective gates and the attention mechanism are bz, br, bh, be. 
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4. PROPOSED RESEARCH METHODOLOGY

The proposed IDS model to detect known, unknown and zero-day attacks in IoMT leverages a GRU 

with an Attention Mechanism-based DL technique. This comprehensive approach includes data pre-

processing, feature extraction using PCA and handling class imbalance with SMOTE. The model is 

rigorously trained and evaluated, ensuring robustness and reliability through K-Fold cross-validation 

and hyper-parameter  tuning with Keras Tuner, which allows defining an optimized attention function 

that directly helps priorities the most important features without huge extra computational costs, unlike 

all other existing attention-based IDS models accessible for IoT and IoMT applications. The following 

sub-sections provide a detailed breakdown and analysis of the critical components of the operational 

methodology. 

4.1 Proposed IDS-model Architecture 

Figure 2 illustrates the proposed IDS model architecture utilizing a GRU with Attention Mechanism-

based Hybrid DL technique. This architecture is designed to effectively capture temporal dependencies 

and highlight significant features in IoMT data. Figures 3 and 4 depict the detailed GRU with 

Attention Mechanism model layer architecture applied to the ICU Healthcare and NF-TON-IoT 

datasets, respectively, demonstrating the multiple layers (Input, GRU, Attention and Dense or Output 

Layers) to construct the robust and secure IDS model for IoMT network. 

Figure 2. Intrusion-detection system’s model architecture for IoMT network. 

Figure 3. GRU with attention mechanism model layer architecture for ICU healthcare dataset. 

Figure 4. GRU with attention mechanism model layer architecture for NF-TON-IoT dataset. 
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4.2 Proposed IDS Framework 

This GRU with an Attention Mechanism-based Hybrid Deep Learning IDS framework presents a 

comprehensive workflow for addressing known, unknown and zero-day intrusion attacks in real-time 

IoMT scenarios. It includes data pre-processing, model building and evaluation, feature reduction and 

performance visualization, providing a detailed approach for enhancing model performance in this 

critical field. The framework utilizes the ICU Healthcare and NF-TON-IoT datasets to evaluate the 

effectiveness of the proposed IDS model, ensuring the robustness of the proposed Intrusion Detection 

Systems in the IoMT network environment. The step-by-step operational phases to construct our 

proposed secure IDS model    for the IoMT network are as follows. 

1) Data Pre-processing

a) Cleaning the data by handling infinite, missing and duplicate values and encoding categorical

target labels in numerical format. 

b) Balancing the dataset using SMOTE (Synthetic Minority Over-sampling Technique) to address

the class-imbalance issue. 

c) Splitting the data into training and testing sets and performing feature scaling.

2)  Feature Extraction Using Principal Component Analysis (PCA)

PCA extracts features, lowering the dataset’s dimensionality while keeping the essential features for 

efficient and accurate model training. 

3)  Training the GRU with Attention Mechanism-based Hybrid DL Model for Classification

a) Model Architecture: Constructs and trains the GRU with Attention Mechanism-based hybrid

DL model aiming to classify network-traffic data effectively into different categories of 

network attacks or normal behavior. This model combines: 

i. GRU layers for temporal feature extraction.

ii. The Attention Mechanism is trained to learn where to pay attention at each time step

by aligning the relevant contextual information with the hidden states of GRU. 

iii. Dense layers for final classification.

b)  Hyper-parameter Tuning

i. It utilizes Keras Tuner for hyper-parameter optimization, finding the best

configuration for GRU units and dropout rate. 

ii. It uses early stopping, which stops the training process when the model’s performance

on a validation set reaches an unacceptable level, to prevent overfitting. 

c) Model Training

i. The model is trained on the pre-processed and feature-extracted dataset.

ii. The model’s performance is assessed in depth by utilizing a variety of metrics,

including Accuracy, ROC curves, Precision, Recall, F1-Score and Confusion Matrix. 

4) Cross-validation: The K-Fold cross-validation technique is utilized to rigorously evaluate the

model’s performance across five different splits of the datasets, ensuring robustness and 

generalizability. 

5) Handling Noisy Data

a) We use Gaussian noise to demonstrate the robustness of the model under noisy conditions with

an average of zero and a standard deviation of 0.1 introduced to the features, with the effect of 

emulating interference related to surroundings and communication networks in IoT systems 

such as fluctuations in network signals and transmission errors. 

b) A Random Forest Classifier is trained on noisy data to compare performance.

c) We found the accuracy for instances with the added noise, proving its robustness based on the

ICU Healthcare dataset as 99.98% and 99.93% for the NF-TON-IoT dataset. 

6) Performance Visualization

Algorithm 1 presents a detailed methodology for constructing our advanced Hybrid Deep 

Learning IDS model incorporating all the above processes tailored specifically for IoMT 

networks. 
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Algorithm 1: Algorithm for Intrusion Detection in IoMT 

Require:  Dataset D with features X ∈ Rm.n and labels y ∈ Zm (where m is the number of samples and 
n is the number of features). 

Ensure: Trained GRU with Attention Mechanism model 

1: Load and Preprocess Data: 

2: Load dataset D from the CSV file 

3: Separate features X and target y 

4: Select only numeric features. Xnumeric 

5: Standardize numerical features using StandardScaler: 

Xscaled = scaler.fit_transform(Xnumeric) 

6: Dimensionality Reduction with PCA: Xpca = pca.fit_transform(Xscaled) 

7: Encode Target Variable using LabelEncoder: 

yencoded = label_encoder.fit_transform(y) 

8: Split Data into Training and Testing Sets: Xtrain, Xtest, ytrain, ytest = 

train_test_split(Xpca, yencoded, test_size = 0.2, random_state = 42) 

9: Handle Class Imbalance with SMOTE: 

Xsmote, ysmote = smote.fit_resample(Xtrain, ytrain) 

10: Define and Train GRU with Attention Model: 

11: Define AttentionLayer class 

12: Convert data to NumPy array and reshape for GRU model: Xtrain_np, Xtest_np 

13: Define a model-building function for hyperparameter tuning using Keras Tuner to find the 

best model 

14: Train the best model on Xtrain_np, ysmote with EarlyStopping callback 

15: Save and load the trained model 

16: Evaluate the Model on Test Data: Xtest_np, ytest 

17: Calculate and print accuracy, precision, recall, F1-score and AUC-ROC 

18:  Visualize loss and accuracy graphs and confusion matrix 

19: Evaluate Model with Noise and Class Imbalance: 

20: Add Random Noise to features and split data into train and test sets 

21: Train and evaluate the accuracy of the Random Forest classifier on noisy data 

22: K-Fold Cross-Validation: 

23: Perform and visualize the K-fold cross-validation scores on five folds to assess model 

generalization 

5. EXPERIMENTAL SETTING

5.1 Experimental Setup 

We utilized a high-performance computing environment to establish a robust experimental setup for 

our Intrusion Detection System tailored for Internet of Medical Things (IoMT) network 

communication. This setup featured a 1TB hard drive operating on an Intel Core i7-6700 CPU clocked 

at 3.40GHz with 8GB RAM, running Ubuntu 20.04.4 LTS for stability and advanced networking 

capabilities. Leveraging Google Colab, a scalable cloud-based platform renowned for its 

computational power, facilitated our IDS model’s development and simulation phases, 

accommodating extensive computations and large datasets. We chose Python for its rich ecosystem of 

libraries supporting machine-learning models, which is crucial for our testing and validation processes. 

To rigorously assess the effectiveness and accuracy of our IDS model, we conducted experiments 

using two prominent publicly available benchmark datasets, the ICU Healthcare dataset and the NF-

TON-IoT dataset. These datasets are well-regarded for their comprehensive coverage of cyber-attacks 

across the IoMT network environment, providing critical benchmarks for evaluating our system. 

5.2 Dataset Description 

5.2.1 ICU Healthcare Dataset 

The ICU Healthcare Intrusion Dataset [30] offers a rich source of network-traffic data captured from a 

simulated ICU healthcare environment, providing valuable insights into cyber-security threats and 

vulnerabilities in healthcare settings. The dataset consists of the records under three types of network 
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traffic classes: Attack class, Environment-monitoring class and Patient-monitoring class, as depicted in 

Figure 5. In Figure 6, we have demonstrated the distribution of balanced and unbalanced labeled 

classes in the ICU Healthcare dataset using SMOTE. The detailed specification of the ICU Healthcare 

dataset is mentioned below. 

1. Size: The dataset comprises 1,88,694 network-traffic data records captured over a specific

period, providing a comprehensive representation of various network activities within an ICU 

healthcare environment. 

2. Features: Each data record includes detailed information about network-traffic attributes in

52 categories such as source IP address, destination IP address, protocol type, timestamp, 

packet size and network port. 

3. Traffic Composition: The dataset holds three types of traffic classes: a.) Attack class, b.)

Environment-monitoring class and c.) Patient-monitoring class. The Normal class 

(Environment-monitoring class and Patient-monitoring class) and Attack class of the IoT 

healthcare dataset hold 1,08,568 and 80,126 records, respectively. 

4. Labels: The dataset includes labeled instances as 0 (Normal) and 1 (Attack), indicating the

presence or absence of cyber-security threats or anomalies in the IoMT-enabled heathcare 

network traffic. The dataset contains four distinct attack types: Brute Force, MQTT Publish 

Flood, MQTT Distributed Denial-of-Service (DDoS) and SlowITE [31]. 

Figure 5. ICU healthcare dataset attack categories. 

Figure 6. ICU healthcare dataset attack categories, before and after SMOTE. 

5.2.2 NF-TON-IoT Dataset 

The NF-ToN-IoT dataset offers a comprehensive source of network-traffic data specifically captured 

from IoT environments. This dataset is essential for understanding cyber-security threats and 

vulnerabilities within IoT networks. Its availability supports research, development and evaluation of 

Intrusion Detection Systems (IDSs), Machine-learning models and security measures tailored for 

safeguarding IoT infrastructure. The dataset comprises records categorized under different types of 

network-traffic classes, as depicted in Figure 7, providing a valuable resource for anomaly detection 

and traffic analysis. Figure 8 demonstrates balancing unbalanced distributed labeled classes in the NF-

TON-IoT Dataset using SMOTE. A thorough inspection of the NF-TON-IoT dataset is as follows: 

1. Size: The dataset comprises 1,379,274 network traffic-data records, offering a comprehensive

representation of various network activities within IoT environments. 

2. Features: Each data record includes detailed information about network traffic attributes in 14
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categories, such as source IP address, destination IP address, protocol type, packet size, 

network port, among others. 

3. Traffic Composition: The dataset includes two types of traffic classes:

a) Attack class: Represents malicious network traffic consisting of DoS, Injection, DDoS,

Scanning, Password, MITM, XSS, Backdoor and Ransomware. 

b) Benign class: Represents non-malicious, regular network traffic.

4. Labels: Labels help in identifying the presence or absence of cyber-security threats or attacks

in  IoT network traffic: 

a) 0 (Normal): Indicates benign network traffic.

b) 1 (Attack): Indicates malicious network traffic.

Figure 7. NF-TON-IoT dataset attack categories. 

Figure 8. NF-TON-IoT dataset attack categories, before and after SMOTE. 

5.3 Performance Evaluation 

5.3.1 Performance Metrics 

Performance metrics serve as fundamental measures for evaluating the effectiveness of classification 

models, offering critical insights into the capability of the proposed IDS model to classify instances 

and detect anomalies accurately. These metrics collectively provide a robust evaluation framework for 

assessing its real-world efficacy. The key performance metrics include: 

1) Precision (%): Precision measures how many accurate positive predictions there are among

all the positive predictions the model makes. This can be computed as follows: 

Precision % = (
𝑇𝑃

𝑇𝑃+𝐹𝑃
) × 100 (8) 

2) Recall (%): The ratio of true positive predictions to all real positive instances in the dataset is

known as recall and it may be calculated as follows: 

Recall % = (
𝑇𝑃

𝑇𝑃+𝐹𝑁
) × 100  (9) 

3) F1-score (%): The F1-score, calculated as follows, is the harmonic mean of precision and

recall and offers a fair evaluation of the model’s performance. 

F1 − score % = (
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
) × 100 (10)
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4) Accuracy (%): Accuracy reflects the proportion of correctly classified instances among all

instances in the dataset, expressed as: 

Accuracy % = (
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
) × 100       (11) 

5) Accuracy with noise (%): The algorithm for calculating model accuracy when noisy data is

included is the same as for conventional accuracy calculation, but it is applied to the 

predictions produced on the noisy dataset and can be expressed as follows: 

Accuracy with noise % = (
𝑇𝑃𝑛𝑜𝑖𝑠𝑦+𝑇𝑁𝑛𝑜𝑖𝑠𝑦

𝑇𝑃𝑛𝑜𝑖𝑠𝑦+𝑇𝑁𝑛𝑜𝑖𝑠𝑦+𝐹𝑃𝑛𝑜𝑖𝑠𝑦+𝐹𝑁𝑛𝑜𝑖𝑠𝑦
) × 100           (12) 

6) Mean K-Fold Cross-validation (CV) Accuracy (%): The average accuracy ratings from

each cross-validation fold are the mean K-Fold cross-validation accuracy. This offers a 

broader gauge of the model’s effectiveness, denoted by: 

Mean K − Fold CV Accuracy % = (
∑ (

𝑇𝑃𝑖+𝑇𝑁𝑖
𝑇𝑃𝑖+𝑇𝑁𝑖+𝐹𝑃𝑖+𝐹𝑁𝑖

)𝐾
𝑖=1

𝐾
) × 100    (13) 

Confusion Matrix 

We assess the effectiveness of our suggested classification model using a confusion matrix. By 

comparing predicted labels with actual labels, it classifies predictions into True Positives (TP), True 

Negatives (TN), False Positives (FP) and False Negatives (FN). Figures 9 and 10 show the true and 

predicted    values derived from our proposed Hybrid DL IDS model in confusion-matrix format on 

ICU Healthcare and NF-TON-IoT datasets, respectively. 

6. EXPERIMENTS AND RESULT ANALYSIS

In real-time Internet of Medical Things (IoMT) contexts, the proposed hybrid Deep Learning IDS 

model based on Attention Mechanism and GRU is designed to identify known, unknown and zero-day 

attacks. Evaluation of the IDS model utilized the benchmark ICU Healthcare and NF-TON-IoT 

Datasets. In the operational phase, raw datasets underwent comprehensive pre-processing steps, 

including data cleaning, normalization and dimensionality reduction using PCA to enhance 

computational efficiency. Subsequently, the processed data was fed into the GRU with Attention 

Mechanism for sequence modeling, leveraging its ability to capture intricate temporal dependencies in 

healthcare-network traffic. 

Figure 10. Confusion matrix of NF-TON-IoT          Figure 9. Confusion matrix of ICU 
healthcare dataset. dataset. 

Table 3. Classification report of the proposed IDS model on both the given datasets. 

Dataset Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

Accuracy 

(%) 

Accuracy with 

Noise (%) 

Mean K-Fold CV 

Accuracy (%) 

Support 

ICU 

Healthcare 

Dataset 

99.98 99.99 99.99 99.99 99.98 99.99 37739 

NF-TON- 

IoT Dataset 

99.50 99.17 99.34 98.94 99.93 97.30 275855 
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The evaluation of the proposed IDS model demonstrates robust performance across multiple metrics 

and datasets. The accuracy achieved by the ICU Healthcare and NF-TON-IoT datasets reached 

99.99% and 98.94%, respectively. Precision, Recall, F1-score, Accuracy with Noise and Mean K-fold 

cross-validation accuracy results are summarized in the Classification Report as shown in Table 3. The 

GRU with Attention Mechanism-based Hybrid DL IDS model was trained for 20 epochs on both 

datasets, maintaining consistent loss and accuracy trends throughout each epoch. Figures 11 and 12 

illustrate dataset loss and accuracy graphs, showcasing the model’s learning process and convergence 

over time. 

Figure 11. Loss accuracy graph for ICU healthcare dataset. 

Figure 12. Loss accuracy graph for NF-TON-IoT dataset. 

Table 4. Results comparison of state-of-the-art IDS techniques with proposed IDS 

model on IoMT devices. 

References Dataset Technique Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

Accuracy 

(%) 

Accuracy with 

Noise (%) 

CV Accuracy 

(%) 

Kumar 

et al. [14] 

TON-IoT Ensemble 

Learning 

90.54 99.98 95.03 96.35 . . . . . . 

Khan 

et al. [18] 

TON-IoT Ensemble 

Learning 

. . . . . . . . . 98.56 . . . . . . 

Awotunde 

Et al. [22] 

NF-TON-IoT Swarm-Neural-

Network 

. . . . . . . . . 89.00 . . . . . . 

Proposed NF-TON-IoT Hybrid Deep 

Learning 

99.50 99.17 99.34 98.94 99.93 97.30 

Khan 

et al. [21] 

ICU 

Healthcare 

Hybrid Deep 

Learning 

96.34 99.11 100.00 99.83 . . . . . . 

Saran 

et al. [23] 

ICU 

Healthcare 

Deep Learning … … … 99.00 … … 

Proposed ICU 

Healthcare 

Hybrid Deep 

Learning 

99.98 99.99 99.99 99.99 99.98 99.99 

Five splits for K-fold cross-validation were employed to assess the robustness and generalizability of 

the proposed IDS model. They obtained a Per-fold accuracy score and a mean K-fold accuracy score 

of 99.99% for the ICU Healthcare dataset and 97.30% for the NF-TON-IoT datasets, respectively, as 

depicted in Table 3. This analysis ensures the model performs consistently well across different data 
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splits, reinforcing its reliability in diverse IoMT environments. Table 4 compares the proposed IDS 

model with the existing techniques for various attack-detection capabilities and performance metrics 

on ICU Healthcare and NF-TON-IoT datasets. 

In summary, the experimental results validate the effectiveness and reliability of the proposed GRU 

with Attention Mechanism-based Hybrid DL IDS model for detecting intrusions in IoMT networks. 

The model’s ability to handle complex healthcare data, robust performance metrics and comparative 

analysis against existing techniques underscores its potential as a critical security measure in modern 

healthcare infrastructures. 

7. CONCLUSION AND FUTURE SCOPE

Securing Internet of Medical Things (IoMT) networks against known, unknown,  and  zero-day  

intrusion  attacks is crucial for maintaining patient-data privacy and operational integrity in  healthcare  

environments. In response to these challenges, we have developed and evaluated a sophisticated IDS 

model for IoMT applications, integrating PCA for dimensionality reduction, SMOTE for handling 

imbalanced datasets and a GRU with Attention Mechanism for sequence modeling. As shown in Table 

3, at Section 6, our suggested IDS model performs admirably across a variety of evaluation criteria, 

including Precision. This research work produced a suitable model for testing new datasets by 

incorporating changes in the model to Recall, F1-score, Accuracy, Accuracy with noise and K-Fold 

Cross-validation Accuracy. We showed the model’s effectiveness in detecting various types of 

intrusions while lowering false positives and false negatives, with 99.99% accuracy for the ICU 

Healthcare dataset and 98.94% accuracy for the NF-TON-IoT dataset. The evaluation of the IDS 

model also incorporated the analysis of Accuracy with noise and K-Fold Cross-validation Accuracy. 

By introducing noise into the dataset, we assessed the robustness of the model, ensuring that it 

maintains high accuracy even under adverse conditions, as 99.98% for the ICU Healthcare dataset and 

99.93% for the NF-TON-IoT dataset. The K-Fold Cross-validation provided a comprehensive 

evaluation by training and validating the model across multiple data splits, resulting in an average 

accuracy of 99.99% for the ICU Healthcare dataset and 97.30% for the NF-TON-IoT dataset, 

demonstrating the model’s consistent performance. We can accommodate several amendments for 

further enhancement and exploration to include new attack approaches to achieve robust applicability 

in real-life IoT and IoMT scenarios. We can test a light version of the proposed IDS model with fewer 

GRU units and attention layers to decrease the demands on the resources used while retaining the high 

detection rate of real-time intrusion detection, especially in resource-constrained IoMT environments. 
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 البحث: ملخص

ددددد  ي أل ددددد  رصّددددد نب  ددددد ت       ن ت انشددددد  رل ت لقدددددى انتش ر أجدددددنت ات دددددء  ي أل ددددد  رصّددددد نب ادددددن رللت

ددددد ت    ي ت ا ت   ن ددددد   رلطتبت ددددد   يلدددددر ي دددددىرة ردددددات ر ادددددن ا ة ددددد  تانشددددد  رل للدددددر  رل لر بددددد  رل ت

هددددددهز رصت ددددددء  رلطتبت دددددد  رل أت ددددددّ    تدددددد ن  ددددددب    ددددددنن يلددددددر ينت ددددددن    ددددددىتشن ر   ددددددل   ددددددبا   

ددددددى رل نتدددددد  يلددددددر ا ة دددددد ر  أ  دددددد ر  يأجددددددن  رلأت ددددددّ    أ ّتدددددد    ددددددب ا رلب ن ددددددن   رص ددددددل رلددددددهٍ شتيت

ددددددد ت     ل  نشددددددد  ات دددددددء  ي أل ددددددد   ل  نشددددددد    ن دددددددن  رل للدددددددر  رلب  ددددددد  رلأ أ ددددددد  لّلانشددددددد  رل ت

ثا   أطددددداشل ا ة ددددد ر اىشدددددى ر  يأجدددددن   نم رلبدددددن دددددرصّددددد نب رلطتبت ددددد   دددددا رل ىشدددددى  دددددا رل   دددددن   

 ت دددددء   رل  دددددا  اّدددددر   ن دددددن    تنعددددد  اّدددددر   دددددار   دددددل  جدددددل   رلأت دددددّ     أدددددلر   ّددددد  رص

ت   ىت ذر ه     ع ذل   اإ ت  طاشل  ةنمر ا تن ر   أ ار  يأجن  رلأت ّ   شة ت   ىتشن

ا  يأجدددددن  رلأت دددددّ   ة أل ددددد  رصّددددد نب رلطتبت ددددد   نعدددددأ ىرم   دددددى    قأدددددله ادددددن هدددددهز رلات ددددد   ةن دددددن

ل   ددددد  رل    ددددد  رلقني ددددد  اّدددددر رل ددددد  ر  أبدددددنز    دددددى اتلشددددد  رلأت دددددلرت رل بات ددددد   دددددع  ق  ددددد  رلدددددأت ّ   ر

  دددددنتي ا ّ ددددد  اّدددددر رل تةدددددنم رل  ددددد ا رل قأدددددله    دددددلها اّدددددر انربر   أدددددن ر ادددددن   نشددددد    ن دددددن  

ددددددبلر    رل  أّ دددددد    تددددددلش  ق دددددد   رل تةددددددنم  ات ددددددء  ي أل دددددد  رصّدددددد نب رلطتبت دددددد   ددددددا رل   ددددددن  رل ت

ددددد ت     ذلدددددد   نعددددددأ ىرم رل قأدددددله اّددددددر   ددددد     ااددددددن  رلب ن دددددن  اددددددن   دددددن  رللت  انشدددددد  رل ت

ادددددىنر  دددددا  تّدددددلر  رصنرب    دددددن ا  دددددن رلىت تددددد   يلدددددر تن ددددد   قنت ددددد  رل تةدددددنم رل قأدددددله   دددددىنا  دددددا 

ا  رص ة ددددد  رل جدددددن    رلدددددارتن  ادددددن نترعدددددن  عدددددن ق  ا دددددلش    ددددد  اربددددد  رل تةدددددنم رل قأدددددله   ات دددددن

ددددددد دددددددلر  انربر انل ددددددد     دددددددن شتيت تّ ا اّدددددددر   دددددددلز  دددددددا رص ة ددددددد   أ ق قددددددده  ت ى  أن أددددددده  ّ اظدددددددن

 ا نل أدددددده    نلأتددددددنلن   ناأدددددده اددددددن   نشدددددد  ات ددددددء  ي أل دددددد  رصّدددددد نب رلطتبت دددددد   ددددددا رل   ددددددن  

  ر  ألر ن   
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ABSTRACT 

Traditional active machine-learning (AML) methods employed in Record Linkage (RL) or Entity Resolution (ER) 

tasks often struggle with model stability, slow convergence and handling imbalanced data. Our study introduces 

a novel hybrid Active Machine Learning approach to address RL, overcoming the challenges of limited labeled 

data and imbalanced classes. By combining and balancing informativeness, which selects record pairs to reduce 

model uncertainty and representativeness, it is ensured that the chosen pairs reflect the overall dataset patterns. 

Our hybrid approach, called Hybrid Active Machine Learning for Imbalanced Record Linkage (HAML-IRL), 

demonstrates significant advancements. HAML-IRL achieves an average 12% improvement in F1-scores across 

eleven real- world datasets, including structured, textual and dirty data, when compared to state-of-the-art AML 

methods. Our approach also requires up to 60% - 85% fewer labeled samples depending on the datasets, 

accelerates model convergence and offers superior stability across iterations, making it a robust and efficient 

solution for real-world record-linkage tasks. 

KEYWORDS 

Record linkage, Entity resolution, Active machine learning, Hybrid query. 

1. INTRODUCTION

In the rapidly evolving field of digital data management, Record Linkage (RL)—also known as 

Duplicate Detection or Entity Resolution—has become increasingly vital for ensuring data integrity 

across a multitude of industries. As organizations continue to collect and utilize vast amounts of data 

from diverse sources, the need to accurately link records that refer to the same entity is paramount. 

This process of RL is critical for maintaining accurate and consistent data representations, which are 

foundational to effective data management, analytics and informed decision- making processes across 

various domains, such as healthcare, finance, e-commerce and government services [1]. At its core, 

RL involves the identification and merging of records from one or more datasets that correspond to the 

same real-world entity, despite potential variations in how the data is represented. This task, while 

conceptually straightforward, is often fraught with challenges due to issues, such as data-entry errors, 

incomplete records and the lack of unique identifiers across datasets. These challenges are further 

exacerbated in environments that rely heavily on machine learning-based RL methods, where the 

performance of the RL system is highly dependent on the availability and quality of labeled data [2]. 

The need for extensive labeled datasets to train machine-learning models poses significant obstacles, 

particularly in scenarios where labeled data is scarce or prohibitively expensive to obtain. This reliance 

on large volumes of labeled data often results in a bottleneck, slowing down the deployment and 

scalability of RL systems. In response to these challenges, the field has witnessed the emergence of 

Active Machine Learning (AML) as a promising approach to mitigate the data-dependency problem. 

AML is designed to enhance learning efficiency by actively selecting the most informative data points 

for labeling, thereby reducing the total amount of labeled data required to achieve high performance. 

This approach is particularly beneficial in situations where labeled data is sparse, expensive or time-

consuming to acquire. 

AML employs two primary strategies to optimize the learning process: informativeness and 

representativeness. Informativeness focuses on selecting data points that are expected to most 

significantly reduce the model’s uncertainty, thus accelerating the learning process by focusing on the 

most challenging cases. Representativeness, on the other hand, ensures that the selected data points are 
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reflective of the broader dataset, helping create a training set that is more generalizable and robust. 

However, traditional AML approaches often prioritize one of these strategies at the expense of the 

other, leading to observable deficits in performance. This trade-off can result in models that are either 

highly specialized but prone to overfitting or general but lacking in the ability to resolve complex or 

uncertain cases effectively. Moreover, these traditional AML methodologies frequently struggle with 

issues related to model instability and slow convergence, particularly in scenarios characterized by 

imbalanced data. In many RL tasks, the negative class (representing non-matching pairs) vastly 

outnumbers the positive class (representing matching pairs), which introduces a significant bias into 

the dataset. As noted by Christen [3], this imbalance can severely skew the learning process, leading to 

models that are biased towards predicting non-matches, thus resulting in sub-optimal performance 

outcomes. This challenge is further compounded by the iterative nature of AML, where each round of 

learning and querying may amplify the inherent biases present in the data. 

To address these challenges, we propose a novel Hybrid Active Machine-learning framework called 

HAML-IRL (Hybrid Active Machine-learning for Imbalanced Record Linkage), specifically crafted to 

tackle the dual challenges of limited labeled data and class imbalance in record-linkage (RL) tasks. 

HAML-IRL integrates a structured query strategy that systematically balances informativeness 

(exploitation) and representativeness (exploration). In particular, it employs a two-phase query-

selection process: first, prioritizing data points that reduce model uncertainty by focusing on regions 

close to the decision boundary and second, ensuring that the selected samples are representative of the 

overall data distribution by leveraging clustering-based techniques. This dual-phase approach 

minimizes the risk of overfitting to minority or majority classes, a common issue in imbalanced 

datasets, while maximizing the coverage of potential data patterns in the training space. Through an 

iterative learning process, HAML-IRL dynamically adapts its focus based on model performance at 

each stage, allowing the query strategy to evolve as the model becomes more accurate. Our approach 

leverages the strengths of both strategies while mitigating their respective weaknesses through an 

iterative learning process. The key contributions of this work are summarized as follows: 

 We introduce HAML-IRL, a novel Hybrid Active Machine-learning framework for record

linkage, which integrates both informativeness and representativeness in its querying strategy. 

This ensures that the most informative and representative record pairs are selected, improving both 

the convergence speed and stability of the model. 

 We provide a theoretical foundation for the HAML-IRL framework, detailing the algorithm, its

scoring mechanism and its iterative training process, which is robust against imbalanced datasets 

and cold-start scenarios. 

 We present an extensive experimental evaluation on eleven real-world datasets, including

structured, textual and dirty datasets. Our results demonstrate that HAML-IRL achieves up to a 

12% improvement in F1-score over state-of-the-art AML methods and performs competitively 

with fully supervised models. 

 We validate the performance of HAML-IRL using statistical tests, including the Friedman and

Nemenyi tests, to show that our method significantly outperforms other active learning strategies 

in handling imbalanced data. 

 We show that HAML-IRL reduces the labeling burden, requiring up to between 60% and 85%

fewer labeled samples compared to traditional AML approaches, making it more efficient in real-

world scenarios where labeling costs are high. 

The paper is structured as follows: Section 2 reviews related work on active machine learning and 

class-imbalance issues. Section 3 outlines the theoretical foundations of our approach, detailing the 

HAML-IRL algorithm, its complexities and workflow. Section 4 covers the experimental evaluation, 

including setup, datasets and performance criteria. In Section 5, we present and analyze the results, 

comparing HAML-IRL with state-of-the-art methods and validating findings using the Friedman test. 

Section 6 concludes with key insights, future-research directions and broader implications. 

2. RELATED WORK

Despite the advancements of machine learning, the deployment of supervised learning models is often 

hindered by the scarcity of labeled data. Addressing this challenge, transfer learning has emerged as a 

powerful technique, enabling the adaptation of pre-trained models to new tasks with minimal labeled 
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data [4]. Concurrently, active learning (AL) has proven to be an effective strategy for selectively 

querying the most informative samples for labeling, thereby enhancing model efficacy while 

minimizing the need for extensive data labeling [5]-[7]. In the specific domain of record linkage (RL) 

with supervised learning, the dependency on large, labeled datasets for training is a critical challenge. 

The process of manually annotating record pairs is both costly and time-consuming, presenting a 

significant barrier to the widespread adoption of RL models. Active Learning (AL) has been proposed 

as a solution to this challenge, offering a means to reduce the labeling burden by selectively 

identifying the most informative data points for annotation. This approach not only reduces the manual 

effort required, but also enhances the overall efficiency and accuracy of the RL process. Several 

studies have focused on the application of AL techniques to RL challenges, each contributing to the 

growing body of knowledge in this field. Primpeli et al. [8] introduced an unsupervised bootstrapping 

method that uses a minimal set of labeled data to iteratively identify and annotate informative record 

pairs. This method has shown promise in reducing the initial labeling effort while maintaining high 

accuracy. In parallel, research into uncertainty-based strategies for large-scale RL [9] has highlighted 

the potential of these approaches in identifying record pairs that present the most significant 

challenges to predictive models. These strategies have been particularly effective in scenarios where 

the labeled data is scarce and the models must make informed decisions under uncertainty. Interactive 

deduplication frameworks, as explored by Sarawagi [10] and adaptive, interactive training data-

selection mechanisms, as developed by Christen [3], have further expanded the applications of AL in 

RL. These frameworks allow for real-time interaction between the model and the human annotator, 

facilitating more efficient and accurate data-labeling processes. Additionally, initiatives, such as 

Active Atlas [11], which employs a decision-tree ensemble and the work by Meduri et al. [12] 

advocating for the use of random forests, have diversified the methodological approaches to RL, 

providing researchers and practitioners with a broader range of tools to address the complexities of 

record linkage. 

Recent advancements in the field have introduced innovative methods that push the boundaries of 

traditional RL techniques. ZeroER [13] presented a novel approach to RL that operates without the 

need for any labeled instances, significantly reducing the dependency on labeled data. DIAL [14], a 

deep Active Machine-learning (AML) strategy, represents a significant leap forward in matching 

disparate record representations. This method focuses on optimizing both recall during the initial 

clustering phase and precision in the subsequent matching task, achieving this through the unified 

learning of embeddings. However, all current approaches focus primarily on informativeness, often 

neglecting the representativeness of the queried samples. This oversight can lead to models that, while 

being trained on informative examples, may lack a comprehensive understanding of the data 

landscape, resulting in sub- optimal performance in real-world applications. Our proposed work seeks 

to bridge this gap by introducing a hybrid approach that integrates both informativeness and 

representativeness into the querying strategy. This methodology is designed to improve the efficiency 

and precision of RL tasks by providing the model with a holistic view of the data landscape. By 

challenging the model’s predictive boundaries and ensuring that the selected samples are not only 

informative, but also representative of the broader data distribution, our approach facilitates a more 

expedited and nuanced learning trajectory. This, in turn, reduces the reliance on extensive labeling 

efforts while enhancing the model’s ability to generalize to new, unseen data, ultimately advancing the 

state-of-the-art in record linkage. 

3. THEORETICAL FOUNDATIONS

This section outlines the core of HAML-IRL framework, which is an active learning algorithm that 

integrates both representativity (exploration) and informativity (exploitation) in its query strategy. This 

dual approach is vital for addressing the complexities of the record-linkage problem, where it is crucial 

not only to identify and label challenging record pairs (exploitation), but also to ensure that the model 

learns from a diverse set of examples (exploration) to generalize well across different scenarios and 

handle imbalanced data. 

3.1 Algorithm Description 

The algorithm operates as follows: 

Algorithm 1 offers a structured approach to balance two critical aspects of active learning: 
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representativity (exploration) and informativity (exploitation), by using the following balancing 

mechanism: 

 Informativity (exploitation): The model computes uncertainty scores for each record pair in the

unlabeled dataset LD. The uncertainty score quantifies how unsure the model is about the 

prediction of a particular record pair. Common methods to compute this include: 

o Entropy serves as a measure of the collective uncertainty spanning all potential class

predictions for a record pair x, ascertained by the class probability distribution. Elevated 

entropy values signify heightened informativeness due to increased uncertainty. The entropy-

based informativeness is formalized as: 

𝐼𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑥) = − ∑ 𝑃(𝑦𝑖|𝑥)𝑙𝑜𝑔2 𝑃(𝑖 𝑦𝑖|𝑥)   (1) 

Algorithm 1. HAML-IRL algorithm 

1: Initialize: 

2: Set UD as the full unlabeled dataset of records 

3: Set LD as the initially labeled dataset 

4: Train initial model M on LD 

5: while budget for labeling is not exhausted do 

6: Calculate uncertainty scores for all record pairs in LD using model M 

7: Calculate representativity scores for all record pairs in LD 

8: Combine scores using a balance parameter α: 

9: for each record pair x in LD do 

10: Score(x) = α× Uncertainty(M, x)+(1 α) Representativity(D, x) 

11: end for 

12: Select record pair x∗ with the highest Score(x) 

13: Query label for x∗ and add (x∗, label) to LD 

14: Remove x∗ from

LD 

15: Retrain model M on updated LD 

16: end while 

17: return the trained model M 
18: Optional: Return the expanded labeled dataset LD 

The least confident method prioritizes record pairs with minimal confidence in their most 

probable class prediction, operationalized as: 

ILeast_Con f ident (x) = 1 − P(y1|x)  (2) 

for a record pair x. Here, P(y1|x) represents the likelihood of the most probable class, 

rendering scores closer to 1 indicative of higher uncertainty. This metric, varying between 0 

and 1, quantifies the informativeness based on classification confidence. 

These scores directly guide the exploitation aspect by prioritizing record pairs that, if labeled, 

are expected to provide the most information gain for the model. This directly targets 

improving the model’s performance on similar or challenging cases. 

 Representativity (exploration): Each record pair’s representativity score assesses how well it

represents the underlying distribution of the dataset. Record pairs that are more central or typical 

of the dataset’s clusters will receive higher scores, as illustrated in Fig.1.One of most used 

methods is: 

o Density estimation: RDensity(x) measures a record pair’s alignment with the dataset’s overall

characteristics, computed by averaging its similarity to all pairs in Ul. 

𝑅𝐷𝑒𝑛𝑠𝑖𝑡𝑦(𝑥) =
1

|𝑈𝑙|
∑ 𝑠𝑖𝑚(𝑥, 𝑥′)𝑥′∈𝑈𝑙         (3) 

A greater RDensity(x) value signifies a record pair’s increased representativeness of the dataset’s 

broad features, thus informing the choice of pairs that embody the data’s diversity. The 

similarity function sim(x,𝑥′) employs measures such as Euclidean distance, Jaccard [15],

Levenshtein [16] and Jaro-Winkler [17] for evaluation. 
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In our approach, we apply the Euclidean distance measure in conjunction with a weighted 

mean subtractive clustering approach [18] as indicated in Eq.4. Using this average distance 

measure relative to neighboring data points, each data point can be ranked by density. 

Referring again to Figure 1, Equation (4) enables us to identify points located in the denser 

(darker red) regions of the plot. This method is robust and adaptable to datasets with multiple 

columns, as it scales effectively across dimensions. 

𝑠𝑖𝑚(𝑥, 𝑥′) = 𝑒−𝛼‖𝑥−𝑥′‖
2

, 𝛼 =
4

𝑟2 (4) 

Figure 1. A 2D density plot of data distribution. 

The density score at iteration k of the active learning process is calculated for each data point 

x based on the weighted mean subtractive clustering approach. Here, the Euclidean distance 

between x and other data points 𝑥′∈ Ul within a radius r is used to assess density.

To avoid repeatedly labeling points within the same dense areas, the density ranking is 

recalculated each time new labels are added, facilitating further exploration of the data space. 

Once a data point has been labeled, the rank of other points in its dense neighborhood is 

reduced in future iterations. This is achieved by adjusting the density score for points within 

the radius of each labeled point, as shown in Equation (5). 

𝑠𝑖𝑚𝑘+1(𝑥) = 𝑠𝑖𝑚𝑘(𝑥) − 𝑠𝑖𝑚𝑘(𝑥𝑦)𝑒−𝛽‖𝑥−𝑥𝑦‖
2

, 𝛽 =
4

𝑟𝑦
2 , 𝑥𝑦 ∈ 𝐿𝐷, 𝑥 ≠ 𝑥𝑦                     (5)

To update the density score at iteration k + 1 of the active learning process, we adjust it based 

on the labels LD from the previous iteration k for each data point x within a radius ry from 

each labeled point xy. 

This scoring promotes exploration by ensuring that the model receives training examples from 

across the data distribution, which helps prevent the model from being biased toward the 

characteristics of a few unrepresentative examples. 

After updating the density rank, we retrain the model and proceed to the next iteration of the 

active learning loop. In this iteration, the revised rank allows us to explore newly identified 

dense regions within the feature space, where we present fresh samples to the Oracle to 

acquire labels, as illustrated in Figure 2. 

 Balancing Exploration and Exploitation Score Combination: The algorithm uses a balance

parameter α, which is a weighting factor between 0 and 1, to combine the informativity I and 

representativity R scores. The formula is as follows: 

Score(x) = α × I(M, x)+(1 − α)× R(D, x) (6) 

The Score allows for a flexible balance between focusing on informative points (exploitation) 

and ensuring a diverse set of examples (exploration). Adjusting α: An α closer to 1 would 

prioritize record pairs that the model finds most uncertain, enhancing exploitation. An α closer 

to 0 would emphasize representativity, bolstering exploration. 
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Figure 2. Active ML process. 

 Iterative Learning Model Updates: After each selection, the queried label for the chosen record

pair x is added to the labeled set L and the model M is retrained. This iterative refinement ensures 

that the model progressively improves, incorporating insights gained from both new and 

challenging examples and well- representative record pairs. 

3.2 Time Complexity 

At each iteration, the model M is retrained on the updated labeled dataset L. The time complexity of 

training depends on the type of model used. For instance, linear models may train in O(n.d) where n is 

the number of samples and d is the number of features. The computing of uncertainty for each record 

pair typically involves making a prediction with the model and then calculating a metric (e.g., entropy, 

least confident). If the model prediction takes O(d) per sample and computing the metric takes 

constant time, the overall complexity for this step is O(|𝑈𝐷|.d), where |𝑈𝐷| is the size of the dataset. 

Additionally, representativity calculation could involve distance computations from each record pair to 

cluster centroids or other points. If k is the number of clusters and d the number of dimensions and 

assuming basic Euclidean distance is used, the complexity is O(|𝑈𝐷|.k.d). Finally, Score Combination 

and Selection: Combining scores and selecting the maximum can be carried out in O(|𝑈𝐷|) after 

calculating the individual scores. 

Overall, the time complexity per iteration can be approximated as O(|𝑈𝐷|.d.max(k, 1))+ Time to train 

M. Since this is done for multiple iterations, the total complexity depends on the number of iterations,

which can vary based on convergence criteria or the labeling budget. 

3.3 HAML-RL Workflow 

The workflow diagram provided in Fig. 3 outlines the process of HAML-IRL (Hybrid Active 

Machine-learning for Imbalanced Record Linkage), detailing the steps involved from pre-processing 

to the deployment of the model. Here’s a step-by-step explanation of each stage in the workflow. 

Figure 3. Workflow diagram. 
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3.3.1 Pre-processing Phase 

The process begins with two datasets, referred to as Data A and Data B, which contain records that 

need to be matched or linked. To ensure computational efficiency, we utilize datasets from the 

literature where blocking has already been applied to ensure a fair comparison with other methods. 

After blocking, the next step involves calculating the similarity between the filtered records in Data A 

and Data B. This step is crucial, as it helps identify potential matches between records from the two 

datasets. The similarity calculation may involve various algorithms or metrics designed to measure 

how closely two records resemble each other based on specific features or attributes. The results of the 

similarity calculations are then stored in what is referred to as "Futures Data." This dataset contains 

pairs of records along with their computed similarity scores, which will be used in the active learning 

phase. 

3.3.2 Active Learning Phase 

1) Unlabeled Dataset (UD): The active learning phase begins with an unlabeled dataset (UD). This

dataset contains the pairs of records generated during the similarity calculation, but the pairs are 

not yet labeled as matches or non-matches. 

2) Selecting Record Pairs Using HAML-IRL: The core of the HAML-IRL process involves

selecting record pairs from the unlabeled dataset. The selection process is guided by the HAML-

IRL strategy, which is designed to prioritize pairs that will be most informative for the learning 

process, especially in the context of imbalanced data. 

3) Asking Oracle: Once a pair of records is selected, the next step is to label the pair. This is done by

querying oracle, which could be a human expert or a pre-existing labeled dataset, to determine 

whether the selected pair is a match or not. Oracle provides the true label for the record pair. 

4) Labeling: After querying oracle, the selected pair is labeled accordingly and added to the labeled

dataset (LD). This labeled data will be used to train the model. 

5) Labeled Dataset (LD): The labeled dataset (LD) is continuously updated with new labeled pairs.

As more pairs are labeled, the dataset grows, providing more training data for the model. 

6) Training the Initial Model: Using the labeled dataset, an initial model is trained. This model is a

preliminary version that will be iteratively improved as more data is labeled and added to the 

dataset. 

7) Stop Condition: Number of Iterations: The process includes a stop condition based on the number

of iterations. The model continues to select, label and train on new data until a pre-defined number 

of iterations are reached. 

8) Model Deployment: Once the stop condition is met, the model is considered trained and ready for

deployment. The final model can then be used to perform record-linkage tasks on new, unseen 

data. 

4. EXPERIMENTAL EVALUATION

This section evaluates the HAML-IRL algorithm detailed in Section 3, testing its effectiveness across 

diverse datasets (structured, textual, dirty). Utilizing established libraries and various datasets, we 

examine the algorithm performance, identifying strengths and improvement areas. These findings 

contribute to the discussion on AML in RL, highlighting algorithm applicability across data types. 

4.1 Datasets 

In this sub-section, we detail the ER-Magellan and EM-Primpeli datasets [8], [19] selected for 

evaluating HAML-IRL algorithm, ensuring a comprehensive assessment. These datasets span diverse 

domains, covering three specific areas of RL. Dataset specifics are provided in Table 1. 

4.2 Performance Measurement 

In RL, especially in scenarios with class imbalances, the F1−score is utilized as the metric for 

evaluating performance. Hand and Christen [20] characterized the F1−score as the harmonic mean of 

precision and recall.  
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The F1−score ranges from 0 to 1, with higher values denoting greater effectiveness, where the 

following rule represents the formula of F1–score. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2 · 𝑇𝑃

2 ·  𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

Table 1. Datasets employed in RL. Within this context, |𝐷𝑖| indicates the total number

of products in each dataset, NA represents the number of attributes each product has. 

Additionally, Nl, Nlp and Nln refer to the total of labeled pairs, matching pairs and 

non-matching pairs, respectively, whether in training or testing datasets. CR denotes 

the class ratio. 

Structured data-set Textual data-sets Dirty data-sets 

D1 Amazon BeerAdvo Fodors iTunes Walmart Abt Amazon iTunes Walmart wdc wdc 

D2 Google RateBeer Zagat Amazon Amazon Buy Google item Amazon Amazon phones hdphone 

|D1| 1363 4345 533 6907 2554 1081 1114 6907 2554 51 51 

|D2| 3226 3000 331 55923 22074 1092 1291 55923 22074 448 444 

NA 3 4 6 8 5 3 4 8 5 18 14 

Nltrain 6874 268 567 321 6144 5743 6755 321 6144 1762 1163 

Nltest 2293 91 189 109 2049 1916 1687 109 2049 440 290 

Nlptrain 699 40 66 78 576 616 1041 78 576 206 180 

Nlptest 234 14 22 27 193 206 259 27 193 51 45 

Nlntrain 6175 228 501 243 5568 5127 5714 243 5568 1556 983 

Nlntest 2059 77 167 82 1856 1710 1428 82 1856 389 245 

CR 10.2% 15.0% 11.6% 24.4% 9.3% 10.7% 15.3% 24.4% 9.3% 11.6% 15.4% 

In this formula, True Positive (TP) is the number of record pairs correctly recognized as matching, 

False Positive (FP) is the number of record pairs wrongly recognized as matching and False Negative 

(FN) is the number of record pairs wrongly recognized as not matching. 

4.3 Feature-similarity Vector-construction for RL 

In our study, we address the RL challenge between two datasets, source and target, with the aligned 

schemata. We construct feature vectors for each entity pair by calculating similarity scores for the 

individual attributes. These similarity scores are computed using an array of metrics tailored to the 

data type: Levenshtein and Jaccard for strings; absolute difference for numeric attributes; and day, 

month and year differences for date attributes. In the case of string attributes exceeding an average 

length of six tokens, we incorporate cosine-similarity computations using the TF-IDF weighting. All 

calculated scores are normalized to the [0, 1] range and any missing values are assigned a score of -1 

to ensure their inclusion without compromising the integrity of the dataset. 

Table 2. Feature-similarity vector-construction example. 

source record S 

name kiki dimoula 

birthday 05.06.1931 

> 

target record T 

name kiki dimula 

birthday 1931-06 

record pair id S-T

label true 

cosine_tfidf 0.73 

name_levenshtein 0.91 

name_jaccard 0.33 

name_relaxed_jaccard 1.00 

name_overlap 0.00 

name_containment 0.50 

birth_day_sim -1.00

birth_month_sim 1.00 

birth_year_sim 1.00 
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5. EXPERIMENTAL RESULTS

To comprehensively assess the efficacy of our hybrid model under various conditions, we performed a 

detailed series of experiments using the HAML-IRL algorithm in combination with traditional 

methods [8], [13], [21]-[26] applied to structured, textual and unclean datasets. Figures 4, 5 and 6 

depict the convergence and stability of these strategies, while Tables 3, 4 and 5 showcase their 

respective performances. Our experimental protocol included five independent trials without bootstrap 

sampling. The number of iterations was determined by the dataset sizes. Within the HAML IRL 

framework, we envisioned a scenario in which an unlabeled dataset LD contained all potential record 

pairs, beginning from an initially empty labeled set. Each iteration in this context corresponds to one 

manual labeling action. At every iteration, a Random Forest classifier is updated utilizing pairs from 

the labeled set. 

The HAML-IRL benchmarking outcome on structured datasets, as depicted in Table 3, offers 

compelling insights into the efficacy of AML model. Significantly, the HAML-IRL algorithm 

showcases a competitive advantage against state-of-the-art (SOA) AML and supervised-learning F1-

scores. This underscores the strategy’s potential in finely tuning the balance between exploration 

(representativeness) and exploitation (informativeness) for enhanced data-pairing tasks. In small 

datasets (i.e., BeerAdvo RateBeer), the HAML-IRL strategy has proven its ability to exceed the 

highest SOA AML F1-score. Furthermore, in analyzing the Fodors-Zagat dataset, the HAML-IRL 

achieves the maximum value of F1, comparable to those observed in SOA AML and supervised ML 

methodologies. In the context of large datasets like Amazon-Google, iTunes Amazon and Walmart-

Amazon, the HAML-IRL algorithm demonstrates also an exceptional performance, surpassing 

benchmarks set by current AML strategies and nearing the effectiveness of supervised ML models. 

This indicates that a clearly defined transition from exploration to exploitation, governed by a pre-

determined labeling budget, calibrates the training task, particularly when the dataset’s complexity or 

features are well understood beforehand. Also, this affirms HAML-IRL’s robust capability in 

navigating through the diverse challenges presented by structured datasets, leveraging its phased 

approach to maximize model accuracy and learning efficiency. 

Table 3. Comparative analysis on structured datasets. 

Database Strategy F1 AML-F1 Supervised-F1 

Representativity 0.434 

Amazon-Google Informativity 0.375 0.480 [13] 0.561 [25] 

HAML-IRL 0.510 

Representativity 0.000 

BeerAdvo-RateBeer Informativity 0.738 0.359 [25] 0.875 [25] 

HAML-IRL 0.779 

Representativity 0.978 

Fodors-Zagat Informativity 0.975 1.0 [13] 1.0 [21]-[22] 

HAML-IRL 1.0 

Representativity 0.743 

iTunes-Amazon Informativity 0.882 0.498 [25] 0.923 [25] 

HAML-IRL 0.882 

Representativity 0.564 

Walmart-Amazon Informativity 0.550 0.644 [25] 0.678 [25] 

HAML-IRL 0.649 

The data presented in Table 4, which evaluates HAML-IRL against various AML query strategies on 

textual datasets, provides valuable insights into the performance of different approaches in text RL 

tasks. The comparison of these strategies with top-performing supervised and semi-supervised F1-

scores illuminates subtle differences in their effectiveness, highlighting the critical role of strategy 

choice in fine-tuning AML models for text data. For the abt-buy dataset, the HAML-IRL algorithm 

demonstrates enhancements over purely density-based and uncertainty- based methods, as evidenced 

by its F1-score. This suggests that a well-structured balance between exploration and exploitation 

phases may be more advantageous in datasets characterized by dense and complex textual information. 
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Nonetheless, the HAML-IRL algorithm does not reach the SOA AML F1-score, pointing to 

opportunities for further improvements in managing the intricacies of textual datasets. In the case of 

the Amazon-Google dataset, the HAML-IRL performance exceeds leading AML F1-scores, 

underscoring its capacity to discern textual nuances and variations, particularly in datasets with wide-

ranging textual differences. Moreover, the results from HAML-IRL approach the efficacy of 

established supervised-learning methods in textual RL tasks. 

Table 4. Comparative analysis on textual datasets. 

Database Strategy F1 AML-F1 Supervised-F1 

Abt-Buy 

Representativity 0.309 

0.674 [8] 
0.818 [8] 

(0.628 [27]) 
Informativity 0.560 

HAML-IRL 0.679 

Amazon-Google 

Representativity 0.637 

0.480 [13] 
0.699 [8] 

(0.693 [23]) 
Informativity 0.468 

HAML-IRL 0.676 

The performance analysis of the HAML-IRL algorithm on datasets with numerous errors, as shown in 

Table 5, highlights both challenges and possibilities when using active machine-learning (AML) 

techniques on problematic data. This data often contains errors, inconsistencies and gaps. When 

comparing this algorithm to other leading methods in terms of F1-scores, we gain detailed 

understanding of how effective these techniques are when data quality is poor. In small dirty datasets 

(i.e., "wdc phones" and "wdc headphones"), the HAML-IRL algorithm performs very well, matching 

or even exceeding the SOA F1-scores for AML. This performance suggests that adaptive strategies 

that balance data exploration and the use of existing knowledge can adeptly handle the complications 

of flawed data. The HAML-IRL algorithm’s success in achieving high F1-scores demonstrates that a 

methodical approach, starting with broad data exploration followed by targeted use of known data, can 

effectively reveal important insights in datasets filled with noise. In large dirty datasets like ’iTunes-

Amazon’ and ’Walmart-Amazon’, the HAML-IRL algorithm also demonstrates exceptional 

performance, nearing the effectiveness of supervised machine-learning models, though not surpassing 

the benchmarks set by current AML strategies. These datasets, characterized by extensive errors, 

inconsistencies and missing values, present a significant challenge for any entity-resolution algorithm. 

The HAML-IRL algorithm’s near-benchmark performance highlights its robustness and adaptability in 

handling such complex and flawed data environments. The HAML-IRL algorithm’s ability to maintain 

high F1-scores in these large and error-prone datasets underscores the potential of hybrid active 

machine-learning techniques. By leveraging a methodical approach that combines broad exploratory 

data analysis with the strategic application of existing knowledge, the algorithm is able to navigate the 

intricacies of dirty data effectively. This approach allows for a nuanced understanding of the data’s 

structure and patterns, which in turn facilitates more accurate entity matching and resolution. 

Table 5. Comparative analysis on dirty datasets. 

Database Strategy F1 AML-F1  Supervised-F1 

iTunes-Amazon 

Representativity 0.300 

0.638 [8]Informativity 0.442 0.640 [25]

HAML-IRL 0.511 

Walmart-Amazon 

Representativity 0.0 

0.513 [8]Informativity 0.232 0.452 [25]

HAML-IRL 0.399 

WDC-phones 

Representativity 0.723 

0.544 [8] 
0.851 [8] 

(0.849 [24]) 
Informativity 0.527 

HAML-IRL 0.825 

WDC-headphones 

Representativity 0.899 

0.738 [8] 
0.966 [8] 

(0.940 [24]) 
Informativity 0.487 

HAML-IRL 0.945 
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For further understanding, Figures 4, 6 and 5 provide comprehensive comparisons of the HAML-IRL 

algorithm’s performance, particularly in addressing the initial cold-start problem, where no labeled 

data is available. These figures meticulously illustrate the algorithm’s efficacy across diverse dataset 

types, including structured, textual and dirty datasets. The hybrid framework is evaluated against both 

traditional active machine-learning (AML) approaches, such as Density and Uncertainty queries and 

the latest advancements in supervised methods. The figures chronicle the F1-scores at each iteration 

within our hybrid framework, using the F1-score as the primary metric for assessing performance 

throughout the analyses. In the initial stages of AML, ranging from 1% to 10% of the iterations and 

varying by dataset, our framework significantly outperforms traditional AML methods in developing 

superior predictive models across all dataset types. Also, HAML-IRL consistently produces higher-

quality prediction models compared to the two standard Active ML techniques for all datasets. 

Additionally, the stability of the HAML-IRL F1-scores increases after 10% of iterations and these 

scores begin to converge towards the performance levels observed in supervised machine learning. 

After 15% of the iterations, our method exhibits a remarkable enhancement in the stability of F1-

scores, which start to closely approximate those from supervised techniques. Consequently, within an 

AML framework constrained by labeling budgets, our approach demonstrates exceptional performance 

by consistently yielding satisfactory results, even if the process is halted at any given iteration. 

Drawing upon the empirical evidence provided by the preceding figures, it can be conclusively stated 

that the HAML-IRL algorithm outperforms traditional Active ML methodologies across all iterations 

within an Active ML context. Particularly in scenarios characterized by cold-start conditions, 

traditional strategies exhibited slower convergence rates and demonstrated unstable performance 

metrics. Thus, in an Active ML environment with budget constraints, especially when considering 

human annotations, our HAML-IRL solution surpasses other methods by reliably achieving 

satisfactory performance, even when the process is paused at any iteration. 

Figure 4. F1-score per AML iteration - structured datasets. 

Table 6 presents a comparative analysis of the F1-scores achieved by different active machine learning 

strategies, including our method, HAML-IRL, across various structured, dirty and textual record-

linkage datasets. This analysis provides critical insights into the effectiveness of each method in 

addressing the imbalanced record-linkage problem. Starting with the structured datasets, we observe 

that in the iTunes-Amazon dataset, both Uncertainty and HAML-IRL achieve an equal F1-score of 

0.882, demonstrating their effectiveness in this context. Other methods, such as Density with a score of 

0.743 and Zero-ER at 0.498, show relatively lower performance. Methods like UB-Otsus (0.646) and 

UB-Valley (0.689) also lag behind, indicating their limitations in handling this particular dataset. 
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Table 6. F1-score results across structured, dirty and textual datasets. 

Dataset Uncertainty   Density   Zero-ER [13]   UB-Elbow [8]  UB-Static [8] UB-Otsus [8]  UB-Valley [8]  HAML-IRL 

Structured datasets 

iTunes-Amazon 0.882 0.743 0.498 0.678 0.655 0.646 0.689 0.882 

Walmart-Amazon 0.550 0.564 0.644 0.501 0.393 0.313 0.424 0.649 

BeerAdvo-rateBeer 0.738 0.000 0.359 0.000 0.481 0.675 0.675 0.779 

Amazon-Google 0.375 0.434 0.480 0.325 0.348 0.278 0.283 0.510 

Fodors-Zagat 0.975 0.978 1.00 0.964 0.483 0.578 0.737 1.00 

Dirty datasets 

WDC-Phones 0.527 0.723 0.000 0.523 0.544 0.438 0.438 0.825 

WDC-Headphones 0.487 0.899 0.000 0.734 0.539 0.682 0.738 0.945 

iTunes-Amazon 0.442 0.300 0.104 0.473 0.638 0.619 0.632 0.511 

Walmart-Amazon 0.232 0.000 0.2 0.513 0.495 0.339 0.426 0.399 

Textual datasets 

Abt-Buy 0.560 0.309 0.52 0.674 0.660 0.562 0.630 0.679 

Amazon-Google 0.468 0.637 0.472 0.588 0.441 0.600 0.602 0.676 

In the Walmart-Amazon dataset, HAML-IRL outperforms all other methods with an F1-score of 

0.649. This is particularly noteworthy as Zero-ER, a close competitor, scores 0.644. However, other 

methods like UB-Static and UB-Otsus perform poorly, with scores of 0.393 and 0.313, respectively, 

highlighting the challenges these methods face in this scenario. For the BeerAdvo-rateBeer dataset, 

HAML-IRL demonstrates superior performance with an F1-score of 0.779. Interestingly, Density and 

UB-Elbow fail completely, scoring 0, which underscores the challenges these methods face in this 

particular dataset. Uncertainty performs moderately well with a score of 0.738, but it still falls short of 

HAML IRL. In the Amazon-Google dataset, HAML IRL again leads with an F1-score of 0.510, 

surpassing all other methods. Zero-ER achieves 0.480 and Density comes close with 0.434, but the 

other methods, particularly UB-Otsus and UB-Valley, score much lower F1-scores around the 0.280 

mark, indicating their inefficacy in this scenario. The Fodors-Zagat dataset presents a unique case 

where both Zero-ER and HAML-IRL achieve perfect scores of 1.00, showcasing their exceptional 

ability to match records correctly in this dataset. Uncertainty and Density also perform well with 

scores close to 1.00, while the remaining methods, particularly UB-Static (0.483) and UB-Otsus 

(0.578), fall significantly behind. 

Figure 5. F1-score per AML iteration-dirty datasets. 

Moving on to the dirty datasets, HAML-IRL continues to demonstrate its strength. In the WDC-

Phones dataset, it significantly outperforms all other methods with an F1-score of 0.825. Density 
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follows with 0.723, but Zero-ER fails completely, scoring 0. The moderate performance of UB-Otsus 

and UB-Valley (both at 0.438) further emphasizes the superiority of HAML-IRL in handling dirty 

datasets. The WDC-Headphones dataset shows a similar trend, with HAML-IRL leading with an 

impressive score of 0.945. Density performs well with 0.899, while Zero- ER again fails, scoring 0. 

The other methods, UB-Valley and UB-Otsus, perform moderately, with scores in the 0.682-0.738 

range, but still, none come close to HAML-IRL’s performance. In the iTunes-Amazon (Dirty) dataset, 

HAML-IRL achieves an F1-score of 0.511, outperforming most methods except UB-Static (0.638) and 

UB-Otsus (0.619). Uncertainty scores 0.442, indicating moderate effectiveness, but the overall lower 

scores reflect the challenges posed by this dataset. For the Walmart-Amazon (Dirty) dataset, the 

performance of all methods, including HAML IRL (0.399), is relatively low, indicating the dataset’s 

complexity. Zero-ER performs slightly better with a score of 0.513, but overall, the low scores across 

the board suggest that this dataset is particularly challenging for record linkage. 

Figure 6. F1-score per AML iteration-textual datasets. 

In textual datasets, HAML-IRL continues to perform strongly. In the Abt-Buy dataset, it achieves the 

highest F1-score of 0.679, slightly outperforming UB-Elbow (0.674) and Zero-ER (0.52). In other 

methods, such as Context, particularly in scenarios characterized by cold-start conditions, traditional 

strategies exhibited slower convergence rates and demonstrated unstable performance metrics. Thus, 

in an Active ML environment with budget constraints, especially when considering human 

annotations, our HAML-IRL solution surpasses other methods by reliably achieving satisfactory 

performance, even when the process is paused at any iteration. Density with 0.309 shows less 

effectiveness, underscoring HAML-IRL’s superiority in this category. 

Finally, in the Amazon-Google (textual) dataset, HAML-IRL maintains its lead with an F1-score of 

0.676. Density follows with 0.637 and UB-Valley scores 0.602, while Zero-ER and UB-Static achieve 

moderate scores around 0.472-0.588, reflecting a closer competition in this dataset type. 

Overall, the results clearly demonstrate that HAML-IRL consistently outperforms the state-of-the-art 

active machine learning methods across structured, dirty and textual datasets. Its ability to achieve 

high F1-scores, especially in challenging datasets, underscores its robustness and effectiveness in 

addressing the imbalanced record-linkage problem. While other methods show varying degrees of 

success, HAML-IRL’s consistent performance across diverse datasets reaffirms its potential as a 

superior solution for this complex problem. 

The histogram provided in Fig. 7 illustrates the mean F1-scores of various active learning models 

across structured, dirty and textual datasets. The F1-score, as a key metric, combines precision and 

recall, offering a balanced measure of a model’s performance, particularly in scenarios where the class 

distribution is imbalanced. The uncertainty model shows a diverse range of performance across the 

different types of datasets. For structured datasets, it achieves a relatively high mean F1-score, 

indicating that the model is effective in these types of datasets, which are typically cleaner and more 

well-defined. However, the performance drops for dirty datasets, suggesting that the model struggles 

with noise and inconsistencies often present in such data. The performance in textual datasets is 

moderate, reflecting the model’s average ability to handle the complexities of text-based record 

linkage. 

In contrast, the Density model performs well across all dataset types, particularly in structured and 

textual datasets. The high mean F1-score in structured datasets shows that this model can effectively 
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utilize the dense regions of data to make accurate predictions. Although its performance in dirty 

datasets is slightly lower, it remains significant, indicating that the model can manage some level of 

noise and variability. Its strong performance in textual datasets further highlights its adaptability to 

different data types. 

Figure 7. The mean F1-score over structured, dirty and textual datasets. 

The Zero-ER model, however, exhibits poor performance, especially in dirty datasets, where its mean 

F1-score is nearly negligible. This suggests that Zero-ER is not well-suited to handle noise and 

inconsistencies, leading to poor precision and recall in these challenging scenarios. Even in structured 

datasets, where its performance is better, it remains subpar compared to other models, indicating 

limited applicability in well-defined data environments. Furthermore, the model does not fare well in 

textual datasets, reinforcing its limitations in handling more complex and unstructured data. 

The UB-Elbow model, on the other hand, shows a balanced performance across all dataset types. Its 

mean F1- score in structured datasets is decent, reflecting its ability to handle clear and organized data 

effectively. For dirty datasets, the performance is slightly better, suggesting some robustness to noise 

and inconsistencies. The model also performs adequately in textual datasets, indicating a certain level 

of versatility across different data types. 

Similarly, the UB-Static model shows strong performance in dirty datasets, achieving one of the 

higher mean F1-scores among the models. This indicates that UB-Static is particularly well-suited for 

dealing with noisy and inconsistent data, where other models might struggle. However, its 

performance in structured and textual datasets is moderate, suggesting that while it excels in handling 

variability, it may not be as effective in more structured or language-based data scenarios. 

Meanwhile, the UB-Otsus model displays a relatively balanced performance across all dataset types, 

though it is not the top performer in any particular category. The mean F1-scores indicate that it can 

handle a variety of data types moderately well, but it does not particularly excel in any of them. This 

suggests that UB-Otsus might be a good all-rounder for general applications, but may not be the best 

choice for datasets with specific challenges. 

The UB-Valley model shows strong performance in both dirty and textual datasets, with relatively 

high mean F1- scores. This suggests that UB-Valley is effective at managing both noise and 

complexities of text-based record linkage. Although its performance in structured datasets is also 

good, it is slightly lower than in the other two categories, indicating broad applicability across 

different types of data. 

Finally, the HAML-IRL model consistently performs the best across all dataset types, achieving the 

highest mean F1-scores in structured, dirty and textual datasets. This consistent top performance 

underscores HAML-IRL’s robustness and adaptability, making it the most effective model for 

handling a wide range of record-linkage scenarios. The high scores across different data types 

demonstrate the model’s ability to balance precision and recall effectively, even in challenging 

datasets, like dirty and textual datasets. 

Overall, the histogram provides a clear comparison of the mean F1-scores for different models across 
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structured, dirty and textual datasets. HAML-IRL emerges as the leading model, consistently 

achieving the highest mean F1- scores across all dataset types. This indicates its superior ability to 

handle both well-defined and complex, noisy data. While other models, such as UB-Valley and 

Density, also perform well in specific contexts, they do not match the overall effectiveness of HAML-

IRL. Models like Zero-ER, which perform poorly in more challenging datasets, highlight the 

importance of selecting the right model based on the specific characteristics of the data being used. 

5.1 Friedman Test 

Table 7. Ranking of HAML-IRL. 

In the subsequent analysis, we employ the Friedman test to evaluate the efficacy of the proposed 

approach on the ER-Magellan and EM-Primpeli datasets [8], [19]. 

The Friedman test, as initially proposed by Friedman [28], is a non-parametric statistical test devised 

to rank algorithms individually for each dataset. The algorithm demonstrating the best performance is 

assigned a rank of 1, the next best is assigned a rank of 2 and so on. In instances where there are ties, 

average ranks are allotted. 

Let the rank of the jth algorithm among k algorithms on the ith of N datasets be denoted as 𝑟𝑖
𝑗
. The

Friedman test compares the mean ranks of these algorithms, expressed as 𝑅𝑗 =
1

𝑁
∑ 𝑟𝑖

𝑗
𝑖 .

Under the null hypothesis, which posits that all algorithms are equivalent and thus their ranks Rj 

should be similar, the Friedman statistic is calculated as follows: 

𝜒𝐹
2 =

12𝑁

𝑘(𝑘 + 1)
[∑ 𝑅𝑗

2 −
𝑘(𝑘 + 1)2

4
𝑗

]. 

When both N and k are sufficiently large (typically, N > 10 and k > 5), this statistic follows a 

chi−square distribution with k−1 degrees of freedom. 

Iman and Davenport [29] observed that the Friedman 𝜒𝐹
2 statistic is overly conservative. They

proposed an enhanced statistic: 

𝐹𝐹 =
(𝑁 − 1)𝜒𝐹

2

𝑁(𝑘 − 1) − 𝜒𝐹
2

This improved statistic follows an F-distribution with k-1 and (k-1)(N-1) degrees of freedom. Critical 

values for this distribution can be found in statistical reference literature. 

If the null hypothesis is rejected, a post-hoc analysis is undertaken. The Nemenyi test [30] is utilized 

when all classifiers are compared against each other. The performance difference between two 

classifiers is deemed significant if the difference between the highest and the lowest average ranks 

exceeds the critical difference: 

𝐶𝐷 = 𝑞𝛼√
𝑘(𝑘 + 1)

6𝑁
. 

Here, the critical value of qα is derived from the Studentized range statistic divided by √2. The 

hypotheses for the test are stated as follows: 
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 H0: There are no significant differences among the eight methods.

 H1: There are significant differences among the eight methods.

5.1.1 Application 

The histogram provided in Fig. 8 presents the mean ranking results of various active machine-learning 

models using the Friedman test. The models included in the comparison are HAML-IRL, UB-Valley, 

Density, UB-Elbow, Uncertainty, UB-Static, UB-Otsus and Zero-ER. The mean rank values across 

these models are indicative of their relative performance in handling the imbalanced record-linkage 

problem, with lower ranks suggesting better performance. The model HAML-IRL clearly outperforms 

the other models, as indicated by its superior ranking. 

This model achieves the lowest mean rank, signifying that it consistently performs better across the 

datasets included in the analysis. The results underscore HAML-IRL’s robustness and adaptability, 

making it the most effective model for overcoming the challenges posed by imbalanced record 

linkage. 

Figure 8. The mean rank over all datasets. 

Following HAML-IRL, the UB-Valley and Density models are next in the ranking. Both of these 

models have relatively close mean ranks, suggesting that they are competitive in their performance. 

However, they still lag behind HAML-IRL, which suggests that while they may be effective, they do 

not match the comprehensive capabilities of HAML-IRL in dealing with the complexities of the 

datasets. 

UB-Elbow and Uncertainty models are ranked in the middle range. Their mean ranks indicate 

moderate effectiveness, where they perform reasonably well, but are not among the top contenders. 

The positioning of these models suggests that they may be more suitable for specific types of datasets, 

but lack the broad applicability and robustness demonstrated by HAML-IRL. 

On the lower end of the ranking spectrum, we find UB-Static, UB-Otsus and Zero-ER models. These 

models have the highest mean ranks, indicating that they are the least effective in handling the 

imbalanced record-linkage problem. Their poor performance in this analysis suggests that they may 

not be well-suited for tasks that require high accuracy in imbalanced scenarios. Zero-ER, in particular, 

appears to be the weakest model, as indicated by its position at the bottom of the ranking. 

Overall, the Friedman test’s ranking results, as depicted in the histogram, provide a clear indication of 

the relative effectiveness of the models under comparison. HAML-IRL stands out as the most effective 

model, consistently achieving the best rankings across the datasets. This outcome reflects its superior 

design and capability in addressing the imbalanced record-linkage problem. The other models, while 

showing varying degrees of effectiveness, do not reach the performance level of HAML-IRL, making 

it the preferred choice in this domain. In this study, we will compare k = 8 methods across N = 11 

datasets. The methods are ranked based on their F1-scores for each dataset. Table 7 presents the results 

of the rankings of the proposed approach. 

From the average ranking results of active learning methods across all datasets, presented in Table 7, 
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we obtain the results of the Friedman test, including the Chi-square statistic (χ2), p-value, F-

distribution (ℱ𝐹), critical difference CD and confidence interval (CI), as presented in Table 8. After

carefully analyzing the table at a confidence level of 0.05 with degrees of freedom (7, 70), we observe 

that Fα=0.05(7, 70) = 2.143. Since the calculated F-value surpasses Fα and the p-value is less than 0.05, 

we reject the null hypothesis H0. The Friedman test, accompanied by its enhanced statistic, indicates 

significant differences among the eight active learning methods applied to 11 datasets, which 

encompass structured, dirty and textual data. Notably, our proposed approach outperforms the other 

algorithms when ranked by F1-score. 

Table 8. Friedman-test results. 

Approach χ2 P-value ℱℱ CD CI 

HAML-IRL 20.8030 0.003 3.7018 3.165 [0.514, 0.914] 

After the Nemenyi test we found that the critical value qα = 3.031 and the corresponding CD = 3.03. 

Since the difference between the best -and the worst- performing algorithm is already greater than that, 

we can conclude that the post-hoc test is powerful enough to detect any significant differences 

between the algorithms. The results from post-hoc tests are effectively conveyed through a clear 

graphical representation. We utilize Autorank [31] to generate a plot that visually represents the 

statistical analysis for a Critical Difference. Fig. 9 displays the results derived from the data in Table 7. 

The top line of the diagram illustrates the axis where the average ranks of methods are plotted. This 

axis is oriented so that the lowest (best) ranks are on the right side, indicating that methods positioned 

further to the right are considered superior. 

Figure 9. Comparison of all methods against each other using the Nemenyi test. 

6. CONCLUSION

This research introduces a novel hybrid active machine-learning framework to address the challenge of 

scarce labeled data in record linkage. By balancing representativity and informativity, the framework 

first ensures broad data coverage, then focuses on refining the model with the most informative 

samples. The experiments on various datasets show that our framework outperforms traditional active 

learning methods and often rivals fully supervised models, especially in cold-start scenarios. The 

results demonstrate the framework’s effectiveness in producing high- quality models with limited 

labeled data, offering a strategic solution for optimizing learning in record linkage. 
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ملخص البحث:

ااااا ر اااااترق  لااااا  ل ر ااااا ر    علُّمااااا ر عاااااللتع ترقظ اااااررق  للاااااترق للاااااررتُ  لااااا رطااااارر    اااااديرق للّ تكُااااالطّرق ال

رغلدرق مل قزن .ق بللنل رق للغع برععىر لك ٍ رتلم ر

طرُ بلكااااادقطر عاااااللتع ترقظ اااااررق  للاااااترق   ااااال  ر  اااااُّ رق للغع ااااابر نُّاااااُّلهرطااااارر ااااايةرق   اااااا رق ب للااااا رنلآل ااااال

اااااترق  لااااا  ل رغلااااادرق ملااااا قزز.ر مااااالتلر  ااااا رعااااا ر دمااااا رق للااااال ر  ااااا ق ر تل ااااا ر ععاااااىر لاااااكع ر   

مّااااال رطاااااررق  لآاااااله ر ااااا ر دقعااااال ر زرتت كااااا رق  ااااا  ق رق مخلااااال  ر ااااا ر ااااا رق  لااااا  ل ر لّعلااااا رق  ل

اااااا  ل رلأل اااااا رق نماااااال رق ملباااااامو  رطاااااارر  م عاااااا رق بللناااااال .ر اااااااُّر ّلاااااا رنلآل  اااااالرق   اااااال ر ق  ل

ااااااادق رق  ق ر ّل نااااااا طررق مّلااااااادترتاااااااا  قٍ ر ع   ااااااا رٍ  ملل تااااااادرق ااااااا ق   رطاااااااررر ااااااا ر لاااااااءر قال

ر   لل رق م ض عرع ُّرتابلّدرععىر  م عل ر للنلٍ ر  رق تل ترق  ّلّر.

ر ااااا رغلااااادةر ااااا رق تل ااااال ر85%ر ر60 ااااالرملااااادق تر ااااال رر م لااااالمرنلآل  ااااالرق مّلااااادتر  اااااى %ر اااااا ل

طر ق م سااااا    رقعلمااااال قطرععاااااىر  م عااااا رق بللنااااال ررق للاااااررماُبلااااا رععل ااااال.ر  ااااايقرم تااااا ر  ااااادرنلآل ااااال

ر لكع ر   ترق  ل  ل رغلدرق مل قزز. طر رطتلللاطر   ل ر لل ل
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ABSTRACT 

The Fifth Generation (5G) networks have enabled the development of smart cities, in which massive amounts of 

data are collected, stored and disseminated. The ultimate objective of these smart cities is to cut costs and improve 

security performance. In this environment, Internet of Vehicles (IoV) helps connect vehicles, pedestrians, control 

rooms and some roadside infrastructure. Owing to the insecure nature of the communication channel utilized in 

IoV to exchange information, it is important to develop practical techniques to preserve data confidentiality and 

privacy. To this end, numerous security solutions have been proposed over the recent past. Unfortunately, most of 

these authentication techniques have security flaws, which endangers the transmitted data, while some of them 

are highly inefficient. To address these gaps, we present a Lightweight Authentication Scheme for the Internet of 

Vehicles (IoV) based on 5G technology (LAIOV-5G).The security analysis carried out demonstrates that LAIOV-

5G mitigates numerous potential attacks that threaten the IoV communication in a smart-city environment. In 

addition, the performance analysis of LAIOV-5G verifies its effectiveness and efficiency. 

KEYWORDS 

Authentication, 5G, Security, VANETs, Smart City. 

1. INTRODUCTION

The Internet of Things (IoT) encompasses modern wireless technologies or applications that sense, 

process, manage and control large volumes of data used for service or application-level enhancements 

[1]. These advancements are not just theoretical, but they have a direct impact on our daily lives. For 

instance, the smart-city applications, such as smart homes, IoV, Intelligent Transportation System (ITS) 

and smart industrial manufacturing, have facilitated scalable and efficient information exchanges that 

meet various domain requirements [2]-[3]. As explained in [4], a real-time IoV computing environment 

has been facilitated by the exponential growth of today’s automotive technologies, combining numerous 

approaches, like IoV, VANETs and cloud.  This helps address a variety of challenges that may arise on 

roadways due to congestions and other traffic-related concerns [4]. This practical application of IoT in 

addressing real-world problems underscores its relevance and importance.  

The increasing integration of IoT into smart cities has revealed new possibilities for enhancing efficiency 

and productivity in various areas, such as intelligent transportation systems, critical infrastructure 

management and industrial automation [5]-[7]. Among all these technologies, IoT has emerged as a 

crucial enabler for services, such as real-time traffic control, accident-avoidance mechanisms and 

vehicle-to-infrastructure (V2I) communication. However, these developments pose significant security 

hurdles, such as protecting confidential information, ensuring communication integrity and thwarting 

unauthorized access. This investigation addresses these hurdles by proposing a simplified authentication 

scheme specifically designed for IoV networks based on 5G technology. By leveraging fast data-transfer 

speeds, reduced latency and improved reliability of 5G technology, this scheme offers a robust and 

effective answer for secure and seamless connectivity in smart urban environments [8]-[9]. 
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Recently, the rise in vehicle production has made IoV the longest-lasting technical trend in the world 

today [10].  With IoV, a self-organized network may be formed and messages can be broadcast to the 

moving vehicles. It offers several advantages, exampled by integrated warning systems which alert 

drivers about accidents. Afterwards, drivers may make decisions quickly depending on the information 

provided. Still, the accuracy and safety of self-driving cars could be increased by sharing more complex 

information among them [11]. However, if there is no substantial security and privacy protection in 

place, adversaries can quickly access sensitive and private information belonging to car users [12]. 

Apart from privacy issues, data authenticity and integrity are other important security topics in IoV. For 

instance, malicious IoV entities can forward false information to human drivers or self-deriving cars, 

which can result in wrong judgments and decisions. Ultimately, this can lead to tragic events, such as 

serious road accidents that result in loss of lives. It is also possible for malicious entities to infiltrate IoV 

networks in order to carry out terrorist attacks. Moreover, falsified information may lure customers to 

dangerous zones or rival parking lots where evils, such as kidnapping, can be executed. This potential 

misuse of IoV underscores the need for robust security measures.  As discussed in [13]-[15], significant 

investments in wireless-communication technologies has led to the development of 5G networks. In 

these networks, mobile data rates can be increased 1000 folds, resulting in transmission rates of up to 

10 Gbps. As such, 5G networks have increased speeds compared to their predecessors, such as the 

Fourth-Generation (4G) networks. Moreover, 5G networks have reduced latencies and increased 

efficiency, which improves the battery life of their network elements.  This helps in creating a conducive 

environment for the deployment of many battery-powered devices in the IoT [16]. 

Motivated by the inefficiency and security vulnerabilities of most existing authentication schemes, we 

propose a lightweight authentication technique for 5G-based IoV networks in a smart-city environment. 

The proposed LAIoV-5G scheme solves the security challenges by introducing a lightweight 

authentication scheme specifically designed for 5G-based IoV. By leveraging high data transfer rates of 

5G, reducing latency and improving reliability, the LAIoV-5G scheme provides a robust solution for 

secure and efficient communications in smart-city environments. The proposed LAIoV-5G scheme aims 

to improve security, privacy and resilience against potential attacks, through reliable authentication 

across full assessments. Specifically, the major contributions of our work are as follows: 

 The authentication method is developed based on a lightweight and secure cryptographic primitive;

namely, ECC, hash function and timestamp to make the source-authentication process secure and 

efficient. In fact, a two-factor authentication mechanism is presented that is lightweight, efficient, 

dependable and secure for IoV applications in a smart-city environment.  

 We have designed LAIoV-5G scheme to be extremely lightweight, ensuring its high performance

in the IoV system. The improved security performance of our proposed LAIoV-5G scheme is crucial 

for the IoV in which communications take place over insecure communication media.  

 We have conducted a comprehensive evaluation of the resistance of our proposed LAIoV-5G

scheme to various security intrusions. The results indicate that LAIoV-5G scheme has robust 

security features.  

The rest of this work is structured as follows: Section 2 describes some of related works in this domain 

while Section 3 presents a background of lightweight authentication schemes, which is followed by the 

proposed LAIoV-5G scheme in Section 4. Section 5 presents the security analysis. Section 6 discusses 

the performance analysis. The paper is finally concluded in Section 7. 

2. RELATED WORK

This section explores the IoV studies based on 5G technology. IoV, compared to conventional wireless 

networks, presents a host of technical and security obstacles [17]. For instance, issues such as privacy, 

key distribution, bootstrap, mobility, incentives and poor error tolerance are yet to be addressed. 

Therefore, both industry and academia have developed several methods to protect privacy and ensure 

the authenticity of vehicle users in response to these challenges. For instance, Public Key Infrastructure 

(PKI) has been developed to facilitate key distribution and mutual authentication across IoV users [18]-

[24].  In 2005, authentication schemes have been presented in [18] and [19]. In these two protocols, 

vehicle location and public-key signatures are utilized to prevent attackers waiting on the side of the 

road from pretending to be an authorized vehicle user on a highway. However, the deployed PKI makes 

these schemes inefficient, especially in dense IoV networks. In addition, large storage is required for 
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storage of these public-key signatures. To address some of these concerns, hash chain-based 

authentication mechanisms are developed in [20]-[22]. However, user anonymity is not provided in 

these schemes and hence, attackers can obtain sensitive driver information, such as registration plates 

and driver identities. To address this concern, anonymous authentication techniques have been 

suggested in [23] and [24]. In these schemes, unique pseudo-identities are deployed to conceal true 

identities and hence mitigate privacy leakage. Here, only the trusted authority (TA) can recover the true 

identities from these pseudo-identifications. 

When it comes to high density of vehicle populations, the task of gathering and storing traffic-related 

data becomes complex. To tackle this issue, several strategies have been suggested for integrating cloud 

computing into automotive networks. Basically, the cloud allows vehicles to share resources, like 

storage, computation and bandwidth. As seen in [25]-[27], these strategies comprise of center, vehicular 

and roadside clouds. These three clouds have diverse considerations. For instance, the authors in [25] 

have incorporated autonomous vehicular clouds to utilize unused resources. On the other hand, the 

platform as a service cloud platform has been incorporated for interactive, mobile and functional clients 

in [26]. However, the IoV clouds in [27] have been classified as being hybrid vehicular clouds (HVCs), 

vehicular clouds (VCs) or vehicle-utilizing clouds (VuCs). The unique nature of these solutions emanate 

from the fact that vehicles can act as cloud service providers (for VCs), customers (for VuCs) and both 

customers and cloud service providers (for HVCs). 

Recent research works in [28]–[33] have proposed authentication techniques to address vehicle 

networks’ privacy and security aspects. In addition, identity-based methods [28]–[34] have been 

developed to leverage on Bilinear Pair (BP)-related cryptographic procedures for message signing and 

signature validation. However, BP procedures are computationally extensive. In addition, signature 

signing and validation require heavy computations and message exchanges. To address these issues, an 

Elliptic Curve Cryptography (ECC) and identity-based approach is developed in [35]. Although this 

technique solves the high-computation problems in BP procedures, it has some performance challenges. 

For instance, as the number of participating nodes increases, the time consumption of ECC procedures 

also increases, highlighting the urgency of finding a solution. Similarly, several authentication systems 

based on ECC have been presented in [35]–[42] to address vehicular communication's privacy and 

security requirements. However, they face the same challenges as the ones in [35]. 

The most recent schemes utilize vehicle networks supported by 5G technologies [42]–[46] to eliminate 

the need for Roadside Units (RSUs). In essence, these schemes utilize a vehicle network provided by 

5G technology, bypassing the involvement of RSUs in the authentication process. To establish a 5G-

enabled vehicle network for RSUs, it is crucial to meticulously analyze and address several key 

concerns. The 5G wireless network, renowned for its efficiency, enables immediate and low-latency 

transmission of data, a vital feature for the Vehicle to Everything (V2X) protocol. Vehicles can 

seamlessly connect with RSUs and other vehicles using 5G modems, sensors and on-board units 

(OBUs). Relay stations play a pivotal role as intermediaries, facilitating communication between cars 

and the network backbone, a feature that enhances the network’s capabilities. The core network, 

equipped with resources, efficiently manages data traffic, performs processing tasks and conducts 

analytics. These resources can be strategically located, either centrally or at the network’s periphery. 

The access network, comprising 5G base stations, ensures comprehensive coverage to RSUs and cars. 

Instead, LAIOV-5G leverages the transceiver circuit and algorithmic innovation to circumvent these 

limitations. In the field of large-scale IoT networks, LAIOV-5G provides lightweight, scalable and 

efficient authentication mechanisms by taking full advantage of emerging 5G network capabilities, such 

as ultra-low latency, high data-transfer rates and increased reliability. It is a fully digital scheme with 

limited computational cost for the authentication process, enhancing higher security features while 

reducing computational cost compared to existing schemes. This enables fast and secure authentication 

in real time, especially in dynamic situations, such as intelligent transportation systems (ITSs) and 

critical infrastructure management. Moreover, LAIOV-5G is specifically built to address the unique 

problems of smart-city settings, where millions of devices and vehicles must communicate securely and 

efficiently. The adoption of 5G technology enables the system to handle massive amounts of data and 

promotes seamless vehicle-to-infrastructure (V2I) communication, which is critical for applications, 

such as self-driving cars and intelligent traffic management. This makes LAIOV-5G not only more 

efficient, but also more versatile, as it can meet the security requirements of future IoV systems in smart 

cities. 
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3. BACKGROUND

In this part, we describe the network structure as well as the security goals of our LAIoV-5G scheme. 

Table 1 gives a brief description of all the notations used in our LAIoV-5G scheme. 

Table 1. Symbols of the proposed work. 

Notations Definition 

𝑇𝐴 Trusted Authority 

𝑉𝑖 Vehicle 

𝑆𝐾𝑖 a shared session key 

𝐼𝐷𝑣 Identity of vehicle 

𝑃𝑊𝑖 Password 

𝑟𝑣 Random number 

⨁ Exclusive OR operation 

𝑆𝐶𝑖 Smart card 

𝐾𝑠, 𝐾𝑝 Public and private keys 

∥ String concatenation 

hi() Cryptography hash function 

3.1 Network Structure 

This sub-section explains the three network components that make up the network structure of our 

proposed LAIoV-5G scheme. This includes the vehicles, 5G base station (5G-BS) and the trusted 

authority, TA. The components shown in Figure 1 are briefly described in the following steps [47]. 

Figure 1. Network structure. 

TA: This is a powerful computer system, which is a key player in 5G-enabled vehicular networks. It has 

a large storage capacity to store data. It also issue private keys for very matching vehicles as well as 

generating system parameters. To uphold network reliability, prevent single points of failure as well as 

network bottleneck, a number of redundant TAs are deployed in the IoV network.  

5G-BS: This wireless-communication device is positioned at road intersections and other high-traffic 

areas. The 5G-BS transceiver has breakneck transmission speeds and wide-area coverage. To prevent 

attacks, this 5G-BS is properly safeguarded, for instance, by the use of layered security architecture. It 

basically acts as an intermediary between the network nodes (vehicles) and the trusted authority, TA. 

Due to the nature of the processing that it carries out, this 5G-BS is equipped with large storage, which 

is necessary during its verification procedures. 
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Vehicle: To facilitate the exchange of traffic-related data in IoV, each vehicle is equipped with an On-

Board Unit (OBU). In an effort to prevent unauthorized access, modifications and other attacks, each 

OBU incorporates a Tamper-Proof Device (TPD). This helps safeguard essential data received from TA 

and other network elements. 

3.2 Threat Model 

In this sub-section, we model the attacker to have a range of capabilities that can be used in the process 

of trying to compromise the proposed scheme. Here, the adversary poses the following risks:  

 Can fully take charge of the wireless-communication channels. Afterwards, attackers can intercept,

capture, modify, erase and insert bogus messages into the communication channel.  

 Can steal a user’s smart card or access a user’s password. Thereafter, these security tokens can be

utilized to commit numerous cases of system compromise.  

 Using techniques, such as power analysis, attackers in possession of a user’s smart card can retrieve

the sensitive security values stored in it. 

 It is possible for attackers to determine the identities of every server and all users.

3.3 Security Goals 

To counter the capabilities of the attacker advocated above and ensure robust security for IoV 

communication using 5G technology, our proposed LAIoV-5G scheme must fulfill the following 

requirements. 

1. Mutual Authentication and Integrity: These are not just crucial elements, but also the backbone of

our proposed LAIoV-5 G scheme. They are the pillars on which our communication security stands, 

ensuring that only approved entities engage in the interaction process and that the transmitted or 

stored data remains unaltered and unchanged.  

2. Unlinkability: Adversaries should be incapable of associating any session or messages to any

particular network element. 

3. TA Impersonation Attack: This is not just a type of cybercrime, but also a serious threat to our

LAIoV-5 G scheme. In this attack, an attacker pretends to be a trusted authority, potentially causing 

significant damage to our system. Therefore, adversaries should be unable to launch this attack 

against our LAIoV-5 G scheme. 

4. Social Engineering Attacks: Here, the attacker pretends to be a familiar person to the target, such

as a known user or a trusted entity, in order to gain trust and exploit access privileges. 

5. Maintaining Privacy for Users: Maintaining user anonymity involves keeping a user's identity

concealed or undisclosed to safeguard his/her privacy through encryption methods. 

6. Replay Attack: A legitimate transmission is required in our LAIoV-5 G scheme. Therefore,

previously transmitted messages should not be sent again to a target system to trigger unauthorized 

actions or data breaches.  

7. Smart-card Threats: These are dangerous attacks in which a physical smart card containing

sensitive data or cryptographic keys is used to obtain unauthorized access to systems or resources. 

8. Stolen Verifier and Privileged Insider Attacks: This type of attack involves an insider with

privileged access to a system that steals a verifier device, such as a token or hardware-security 

module (HSM). These stolen verifiers can then bypass authentication mechanisms and gain 

unauthorized access. 

3.4 Hash Functions 

In this sub-section, the one-way hashing function h (.) takes 𝜊 (string of arbitrary length) as the input. 

Thereafter, it produces an output of fixed length, referred to as the hash code. Therefore, hash code = 

ℎ(𝜊) and any small alteration in the value of the input string can have profound effects on this hash 

code. According to [43], the hash h (.) has the characteristics below:  

 For a given input string, it is simple to find hash code  = ℎ(𝜊).
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 Given the hash code ℎ(𝜊),  its is mathematically difficult to determine  𝜊.

 For any two inputs of 𝜊1 and 𝜊2, it is cumbersome to find  ℎ(𝜊1) = ℎ(𝜊2). This hash function

with this property is said to be collision resistant. 

4. THE LAIOV-5G SCHEME

Our proposed scheme consists of four main phases, including initialization, registration, login and 

password change, each of which plays a critical role in securing IoV communications. The initialization 

phase is the foundation, where the TA generates the cryptographic parameters required for the scheme. 

Using ECC, the TA generates and shares common and public parameters, such as curve points and hash 

functions, with all participating entities. These parameters allow for lightweight and secure 

cryptographic computations while maintaining efficient resource utilization. In the second phase, each 

vehicle is securely registered with the TA. Upon successful completion, the TA assigns a unique vehicle 

ID and securely embeds the registration details on a smart card provided to the vehicle. This phase is 

crucial in ensuring that only authorized and verified vehicles are granted access to the IoV network, 

effectively mitigating the risk of unauthorized entities infiltrating the system. 

The login phase is responsible for establishing secure communication channels. The vehicle initiates a 

session; it sends an encrypted request containing its identity and a timestamp to the TA. The TA verifies 

the request, ensuring the vehicle’s legitimacy. Mutual authentication is then performed between the 

vehicle and the TA, after which a session key is generated. This session key is generated using 

lightweight cryptographic exchange, ensuring that all subsequent communications remain confidential 

and tamper-resistant. Finally, the password-update phase allows the vehicle to securely change its 

credentials. To do this, the vehicle must confirm its current credentials with the TA. Once verified, the 

TA simplifies the secure update of both the password and the secret key, ensuring that the process is 

protected from unauthorized changes. 

These four phases work together to form a comprehensive security framework for IoV environments. 

The interactions and computations between entities are illustrated in Figures 2 and 3 of the manuscript, 

providing a clear overview of the protocol’s operation. This structured approach balances strong security 

with lightweight requirements for IoV systems, making them efficient and practical for deployment in 

real-world scenarios. Specific descriptions of f these stages are detailed in the following sub-sections. 

4.1 Initialization Phase 

This phase is responsible for creating and distributing system parameters via TA as the following steps: 

 Choosing two prime numbers 𝑝 and 𝑞.

 Generating random numbers 𝑎 and  ∈  𝐹𝑝.

 Choosing an elliptic curve 𝐸𝐶, such that 4𝑎3 + 27𝑏2 ≠ 0
 Select the private key 𝐾𝑠, where 𝐾𝑠  ∈  [1, 𝑎 ∗ 𝑏].
 Selecting 𝐺 as a base point on the 𝐸𝐶.

 Calculating the public key 𝐾𝑝 = 𝐺𝐾𝑠.

 Determining the cryptography hash function ℎ(. ).

 At the end, trusted authority TA publishes parameters {𝑞, 𝐾𝑝, 𝐺, ℎ(. )}.

4.2 Registration Phase 

Every vehicle that aspires to be part of the IoV network plays a crucial role and must first register. If a 

vehicle 𝑉𝑖 decides to register with the 𝑇𝐴, the following steps should be followed.

 A user of 𝑉𝑖 chooses the identity𝐼𝐷𝑣, Password𝑃𝑊𝑖 and an arbitrary number𝑟𝑣 ∈ 𝑍𝑝
∗  𝑎𝑛𝑑

sends {𝐼𝐷𝑣, ℎ(𝐼𝐷𝑣 ∥ 𝑃𝑊𝑖 ∥ 𝑟𝑣)⨁𝑟𝑣} as request for registration to the 𝑇𝐴, via a highly secure

channel, ensuring the safety of the data. 

 On receiving the message {𝐼𝐷𝑣, ℎ(𝐼𝐷𝑣 ∥ 𝑃𝑊𝑖 ∥ 𝑟𝑣)⨁𝑟𝑣} , the 𝑇𝐴  computes = ℎ(𝐼𝐷𝑣 ∥
𝐾𝑠)⨁ℎ(𝐼𝐷𝑣 ∥ 𝑃𝑊𝑖 ∥ 𝑟𝑣)⨁𝑟𝑣.  Thereafter, it is sent back to them via a secure communication

medium. 

 After getting 𝐴, the 𝑉𝑖 computes the following:
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- 𝐵 = 𝐴⨁𝑟𝑣

- 𝐵 = ℎ(𝐼𝐷𝑣 ∥ 𝐾𝑠)⨁ℎ(𝐼𝐷𝑣 ∥ 𝑃𝑊𝑖 ∥ 𝑟𝑣)
- 𝐶 = ℎ(𝐼𝐷𝑣 ∥ 𝑃𝑊𝑖 ∥ 𝑟𝑣)
- Then, the values {𝐵, 𝐶, 𝑟𝑣, ℎ( )}  (which include the vehicle's unique identifier and

registration details) are uploaded on the smart card 𝑆𝐶𝑖 for future verification.

4.3 Log-in Phase 

The goal of this phase is to have the user of vehicle 𝑉𝑖   sign-in into a system with the given

𝑆𝐶𝑖 credentials. Thereafter, a secure communication channel is created with a  𝑇𝐴  server by following

the steps outlined below: 

Step 1. The user 𝑉𝑖 inserts the 𝑆𝐶𝑖 and inputs his/her credentials 𝐼𝐷𝑣, 𝑃𝑊𝑖, the 𝑂𝐵𝑈, then computes

𝐶∗ = ℎ(𝐼𝐷𝑣 ∥ 𝑃𝑊𝑖 ∥ 𝑟𝑣) and confirms it against stored data on the 𝑆𝐶𝑖. The session will be terminated

if the values 𝐶  and 𝐶∗ do not match. Otherwise,  𝑉𝑖 will start a secure communication with 𝑇𝐴  by

generating an arbitrary number  𝑎 ∈ 𝑍𝑝
∗  and achieving the following equations:

- 𝑋 = 𝑎𝑃
- 𝑌 = 𝐼𝐷𝑣⨁(𝑎𝐾𝑝)

- 𝜎 = ℎ(𝐼𝐷𝑣 ∥ 𝑋 ∥ ℎ(𝐼𝐷𝑣 ∥ 𝑃𝑊𝑖 ∥ 𝑟𝑣) ∥ 𝑇1)
Then, it sends the encrypted message  {𝑋, 𝑌, 𝜎, 𝐵, 𝑇1} to the 𝑇𝐴.

Step 2. On receiving the message {𝑋, 𝑌, 𝜎, 𝐵, 𝑇1}, 𝑇𝐴 achieves the following equations:

- 𝐼𝐷𝑣 = 𝑌⨁(𝐾𝑠𝑋)
- 𝑈𝑇𝐴 = 𝐵⨁ℎ(𝐼𝐷𝑣 ∥ 𝐾𝑠)
- 𝜎∗ = ℎ(𝐼𝐷𝑣 ∥ 𝑋 ∥ 𝑈𝑇𝐴 ∥ 𝑇1).

- It hecks ? = 𝜎∗; the session will be terminated if the check is not verified. Otherwise, the TA
will compute the session secret key SKi as follows:

𝑆𝐾𝑖 = ℎ((𝐾𝑠𝑋) ∥ 𝐼𝐷𝑣 ∥ ℎ(𝐼𝐷𝑣 ∥ 𝐾𝑠)) 
𝐴𝑢𝑡ℎ𝑇𝐴 = ℎ(𝑆𝐾𝑖 ∥ (𝐾𝑠𝑋), 𝑇2) 

- Finally, 𝑇𝐴 sends back the {𝐴𝑢𝑡ℎ𝑇𝐴, 𝑇2} to 𝑉𝑖.

Step 3. On receiving the message {𝐴𝑢𝑡ℎ𝑇𝐴, 𝑇2}, the 𝑉𝑖 achieves the following equations:

- 𝑈𝑣 = 𝐴⨁ℎ(𝐼𝐷𝑣 ∥ 𝑃𝑊𝑖 ∥ 𝑟𝑣)

- 𝑆𝐾𝑖 = ℎ((𝑎𝐾𝑝) ∥ 𝐼𝐷𝑣 ∥ 𝑈𝑣)

- 𝐴𝑢𝑡ℎ𝑇𝐴
∗ = ℎ(𝑆𝐾𝑖 ∥ (𝑎𝐾𝑝), 𝑇2).

- It checks 𝐴𝑢𝑡ℎ𝑇𝐴? = 𝐴𝑢𝑡ℎ𝑇𝐴
∗ ; the session will be terminated if the check is not verified.

Otherwise, the 𝑉𝑖 will send {𝐴𝑢𝑡ℎ𝑣, 𝑇3} to the 𝑇𝐴 as a response message confirming that the

vehicle received the session key correctly, where 𝐴𝑢𝑡ℎ𝑣 = ℎ(𝐼𝐷𝑣 ∥ (𝑎𝐾𝑝) ∥ 𝑈𝑣 ∥ 𝑆𝐾𝑖 ∥ 𝑇3).

Step 4. On receiving the message {𝐴𝑢𝑡ℎ𝑣, 𝑇3}, the 𝑇𝐴 computes 𝐴𝑢𝑡ℎ𝑣
∗ = ℎ(𝐼𝐷𝑣 ∥ (𝐾𝑠𝑋) ∥ 𝑈𝑇𝐴 ∥ 𝑆𝐾𝑖 ∥

𝑇3) and checks 𝐴𝑢𝑡ℎ𝑣? = 𝐴𝑢𝑡ℎ𝑣
∗ . If the check is not verified, the log-in process will be terminated. If

not, both 𝑇𝐴 and 𝑉𝑖 consent on using 𝑆𝐾𝑖 as a shared session key.

4.4 Password-change Phase 

The procedures carried out in this sub-section are crucial, since they give the user of vehicle 𝑉𝑖 the ability

to update his/her password at their discretion. Both 𝑇𝐴 and 𝑉𝑖   parties are involved in the following

steps: 

Step 1. The user of 𝑉𝑖 logs in to the vehicle, as explained in the previous phase.

Step 2. The user of 𝑉𝑖 enters a new password 𝑃𝑊𝑖−𝑛𝑒𝑤.

Step 3. The smart card 𝑆𝐶𝑖, a key player in this process, selects a new arbitrary number 𝑟𝑣−𝑛𝑒𝑤 and

performs the following equations: 

-  𝐵𝑛𝑒𝑤 = 𝐵⨁ℎ(𝐼𝐷𝑣 ∥ 𝑃𝑊𝑖 ∥ 𝑟𝑣)⨁ℎ(𝐼𝐷𝑣 ∥ 𝑃𝑊𝑖−𝑛𝑒𝑤 ∥ 𝑟𝑣−𝑛𝑒𝑤)
- 𝐶𝑛𝑒𝑤 = ℎ(𝐼𝐷𝑣 ∥ 𝑃𝑊𝑖−𝑛𝑒𝑤 ∥ 𝑟𝑣−𝑛𝑒𝑤)

Step 4. The 𝑆𝐶𝑖 stores both  𝐵𝑛𝑒𝑤 and 𝐶𝑛𝑒𝑤 instead of 𝐵 and 𝐶 respectively.
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Step 5. The 𝑉𝑖 send both new values of  𝐵𝑛𝑒𝑤 and 𝐶𝑛𝑒𝑤 to the 𝑇𝐴 after encrypting them by the session

key 𝑆𝐾𝑖, ensuring the highest level of security.

Figure 2. Registration and log-in phases. 

Figure 3. Password-change phase. 

5. SECURITY ANALYSIS

The essence of this section is to present security analysis of our LAIoV-5G scheme. This analysis 

confirm the proposed LAIoV-5G scheme's robustness and highlights its resistance to various attacks. 

We further demonstrate that the LAIoV-5G scheme's security is unaffected by various potential 

circumstances. As shown in Table 2, our LAIoV-5G scheme meets key security requirements, as 

compared to several related schemes. This should reassure you of its effectiveness. 
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Table 2. Security comparison. 

Security requirements 
Wu, T. Y. 

et al. [49] 

Karim, S. 

et al. [50] 

Salami, Y, 

et al. [51] 

Xie et al. 

[52] 
LAIoV-5G 

Mutual authentication and integrity Yes Yes Yes Yes Yes 

Unlinkability Yes No Yes No Yes 

𝑇𝐴 impersonation attack No Yes Yes Yes Yes 

User of 𝑉𝑖 impersonation attack Yes Yes Yes Yes Yes 

User anonymity    Yes Yes No Yes Yes 

Replay attack No Yes Yes No Yes 

Stolen smart card threat Yes No No Yes Yes 

Stolen verifier and privileged 

insider threats 
Yes No Yes Yes Yes 

1. Mutual Authentication and Integrity

The authentication and integrity of our LAIoV-5G scheme is provided as follows: 

First message {𝑋, 𝑌, 𝜎, 𝐵, 𝑇1}: The 𝑇𝐴 authenticates the received message {𝑋, 𝑌, 𝜎, 𝐵, 𝑇1}. Accordingly,

it computes the 𝐼𝐷𝑣 and 𝑈𝑇𝐴 by the deployment of private key 𝐾𝑠, then it checks 𝜎? = 𝜎∗.

Second message {𝐴𝑢𝑡ℎ𝑇𝐴, 𝑇2}: The vehicle user 𝑉𝑖  authenticates the received message {𝐴𝑢𝑡ℎ𝑇𝐴, 𝑇2}
according to the equation 𝐴𝑢𝑡ℎ𝑇𝐴? = 𝐴𝑢𝑡ℎ𝑇𝐴

∗ . Only a genuine 𝑇𝐴 can compute 𝐴𝑢𝑡ℎ𝑇𝐴 since it owns

the system’s secret key 𝐾𝑠. In the same way, at the 𝑉𝑖  part,  𝐴𝑢𝑡ℎ𝑇𝐴
∗  contains the session key 𝑆𝐾𝑖, which

includes 𝐼𝐷𝑣 concatenated with 𝑈𝑣. Moreover, 𝑈𝑣 is computed by using the 𝐼𝐷𝑣 and 𝑃𝑊𝑖. Thus, only a

genuine 𝑉𝑖 can compute 𝐴𝑢𝑡ℎ𝑇𝐴
∗ .

Third message {𝐴𝑢𝑡ℎ𝑣, 𝑇3}: The 𝑇𝐴 authenticates the received message {𝐴𝑢𝑡ℎ𝑣 , 𝑇3} according to the

equation 𝐴𝑢𝑡ℎ𝑣? = 𝐴𝑢𝑡ℎ𝑣
∗ . As 𝐴𝑢𝑡ℎ𝑣

∗ = ℎ(𝐼𝐷𝑣 ∥ (𝐾𝑠𝑋) ∥ 𝑈𝑇𝐴 ∥ 𝑆𝐾𝑖 ∥ 𝑇3) includes the system’s secret

key 𝐾𝑠 and one-way hash function ℎ() is used, it is impossible for the attacker to compute it.

Hence, the proposed LAIoV-5G scheme offers mutual verification and integrity protection. 

2. Unlinkability

The design of the messages sent in our LAIoV-5 G scheme, such as {𝑋, 𝑌, 𝜎, 𝐵, 𝑇1}, is a testament to its

technical complexity. It has no static value according to an arbitrary number 𝑎 ∈ 𝑍𝑝
∗ ., ensuring that all

messages for the exact vehicle are different. This level of complexity makes it impossible for attackers 

to establish whether any two beacons are being generated by the same vehicle. Hence, the proposed 

LAIoV-5G scheme offers the unlinkability, a feat of technical ingenuity. 

3. 𝑻𝑨 Impersonation Attack

In our LAIoV-5G scheme, to pretend to be a legitimate 𝑇𝐴, an adversary must be in possession of the 

system’s private key 𝐾𝑠so as to facilitate the computation of 𝑈𝑇𝐴 = 𝐴⨁ℎ(𝐼𝐷𝑣 ∥ 𝐾𝑠). Additionally, the

session key 𝑆𝐾𝑖 = ℎ((𝐾𝑠𝑋) ∥ 𝐼𝐷𝑣 ∥ ℎ(𝐼𝐷𝑣 ∥ 𝐾𝑠)) will calculate if having the 𝐾𝑠. Likewise, the 𝑇𝐴’s

signature 𝐴𝑢𝑡ℎ𝑇𝐴 = ℎ(𝑆𝐾𝑖 ∥ (𝐾𝑠𝑋), 𝑇2)  contains both 𝐾𝑠  and 𝑆𝐾𝑖 . Thus, only the genuine 𝑇𝐴  can

compute all these security parameters. For this reason, our LAIoV-5G scheme can resist the 𝑇𝐴 

masquerade threats. 

4. Vehicle 𝑽𝒊 User Impersonation Attack

In our LAIoV-5G scheme, let’s assume that an attacker captures the log-in message {𝑋, 𝑌, 𝜎, 𝐴, 𝑇1},

he/she cannot modify this message due to changing the 𝑌 for each session. Furthermore, 𝜎 = ℎ(𝐼𝐷𝑣 ∥
𝑋 ∥ ℎ(𝐼𝐷𝑣 ∥ 𝑃𝑊𝑖 ∥ 𝑟𝑣) ∥ 𝑇1) contains 𝐼𝐷𝑣, 𝑃𝑊𝑖 and hash function. Hence, our LAIoV-5G scheme can

mitigate vehicle 𝑉𝑖 user impersonations.

5. Anonymous Communication

In our LAIoV-5G scheme, the user of 𝑉𝑖 sends a message {𝑋, 𝑌, 𝜎, 𝐴, 𝑇1} through the open-access

environment that 𝐼𝐷𝑣 is not in the plain text, during the log-in phase. If any challenger intercepts the

message, whose role is to test the user's authenticity, he/she cannot obtain the 𝐼𝐷𝑣, because in 𝑌 =
𝐼𝐷𝑣⨁(𝑎𝐾𝑝), the arbitrary nonce 𝑎 is exposed to a multiplication operation with the public key 𝐾𝑝.
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Besides, 𝑋𝑂𝑅 is applied between 𝐼𝐷𝑣  and the 𝑎𝐾𝑝. Additionally, in 𝜎 = ℎ(𝐼𝐷𝑣 ∥ 𝑋 ∥ ℎ(𝐼𝐷𝑣 ∥ 𝑃𝑊𝑖 ∥

𝑟𝑣) ∥ 𝑇1), 𝐼𝐷𝑣  is concatenated with 𝑋, 𝐶∗and then encrypted with hashing function ℎ(). Hence, the

proposed LAIoV-5G scheme offers anonymous communication.  

6. Message Replay Attacks

For the proposed LAIoV-5G scheme, timestamp 𝑇𝑖  is applied to all sending messages {𝑋, 𝑌, 𝜎, 𝐴, 𝑇1};

{𝐴𝑢𝑡ℎ𝑇𝐴, 𝑇2} ; {𝐴𝑢𝑡ℎ𝑣, 𝑇3} ,, the receiver avoids the replay attack by refusing the message if the

timestamp expires. Hence, our LAIoV-5G scheme can prevent replay attacks. 

7. Stolen Smart Card Attack

Our LAIoV-5G scheme is built with a strong focus on security. The smart card securely stores data 𝐵 =
ℎ(𝐼𝐷𝑣 ∥ 𝐾𝑠)⨁ℎ(𝐼𝐷𝑣 ∥ 𝑃𝑊𝑖 ∥ 𝑟𝑣) and 𝐶 = ℎ(𝐼𝐷𝑣 ∥ 𝑃𝑊𝑖 ∥ 𝑟𝑣)., making it impossible for an attacker to

obtain any parameter used to guess the 𝐼𝐷𝑣 and 𝑃𝑊𝑖 or the secret data. Even if the attacker manages to

get the user's information 𝑆𝐶, he/she cannot utilize the stored data for his/her own benefit. This robust 

security design of our LAIoV-5G scheme effectively prevents smart card-loss attacks. 

8. Privileged Insider and Stolen Verifier Threats

In our LAIoV-5G scheme, we do not preserve any database and 𝑇𝐴  authenticates the message received 

from the 𝑉𝑖  using the private key𝐾𝑠. Also, the 𝐼𝐷𝑣 and 𝑃𝑊𝑖are not sent to the 𝑇𝐴  in plaintext. So, our

LAIoV-5G scheme can resist the privileged-insider and stolen-verifier threats. 

6. PERFORMANCE EVALUATION

The security features supported by the proposed LAIoV-5 G scheme with those offered by its peers 

[49]–[52] are presented in Table 2. It is clear that our scheme mitigates numerous threats, including 

privileged insider, user impersonation, stolen verifiers, server impersonation and stolen smart-card 

threats. The added benefit of user anonymity further enhances the appeal of the suggested protocol. 

Based on the information shown in Table 2, it is clear that the related protocols contain a few security 

issues, whereas our LAIoV-5 G scheme is fully secure against such threats.  

In this section, an examination of the effectiveness of our scheme, including computational and 

communication costs, is presented. We demonstrate the performance of our scheme by comparing it 

with the schemes of Wu, T. Y. et al. [49], Karim, S. et al. [50], Salami, Y. et al. [51] and Xie et al. [52]. 

Our evaluation of the computational complexities of our LAIoV-5G scheme and its peers yielded 

impressive results. We adopted the time of cryptographic operations as managed by Xie et al. [52] which 

are executed on a 64-bit laptop with Windows 10 Pro environment installed and 16 GB of RAM, running 

on an Intel i5 6300 GHz CPU. Table 3 shows the time taken to run different cryptographic operations. 

Table 3. Execution time. 

Operation Notation Time cost (ms) 

Hash function 𝑇ℎ 0.019 

Multiplication of point on ECC 𝑇𝑚 2.610 

Symmetric encryption/decryption 𝑇𝑒𝑛𝑐−𝑑𝑒𝑐 0.511 

In the scheme of Wu, T. Y. et al. [49], the following operations are executed: (12 scalar multiplications) 

and (22 secure hash functions). Thus, the total computation time is 22𝑇ℎ+ 12𝑇𝑚 = 31.738. In the

scheme of Karim, S. et al. [50], the following operations are executed: (6 scalar multiplications) and (10 

secure hash functions). Thus, the total computation time is 10𝑇ℎ+ 6𝑇𝑚 = 15.85. In the scheme of

Salami, Y, et al. [51], the following operations are executed: (8 scalar multiplications) and (30 secure 

hash functions). Thus, the total computation time is 30𝑇ℎ+ 8𝑇𝑚 = 21.45. In the scheme of Xie et al.

[52], the following operations are executed: (6 scalar multiplications) and (18 secure hash functions) 

and (1 Symmetric Encryption/Decryption). Thus, the total computation time is 18𝑇ℎ +

6𝑇𝑚 + 1𝑇𝑒𝑛𝑐−𝑑𝑒𝑐 = 16.513 . On the other hand, our LAIoV-5G scheme needs only (3 scalar

multiplications) and (13 secure hash functions). Thus, the total computation time of our LAIoV-5G 

scheme is 13𝑇ℎ+ 3𝑇𝑚 = 8.077. Table 4 gives the comparative analysis of the obtained computation

complexities. 
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Table 4. Computation-cost comparison. 

Schemes 𝑻𝒉 𝑻𝒎 𝑻𝒆𝒏𝒄−𝒅𝒆𝒄 Total Computation  cost (ms) 

Wu, T. Y. et al. [49] 22 12 0 22𝑇ℎ+ 12𝑇𝑚 31.738 

Karim, S. et al. [50] 10 6 0 10𝑇ℎ+ 6𝑇𝑚 15.85 

Salami, Y, et al. [51] 30 8 0 30𝑇ℎ+ 8𝑇𝑚 21.45 

Xie et al. [52] 18 6 1 18𝑇ℎ+ 6𝑇𝑚+1𝑇𝑒𝑛𝑐−𝑑𝑒𝑐 16.513 

LAIoV-5G 13 3 0 13𝑇ℎ+ 3𝑇𝑚 8.077 

In terms of communication cost, Table 5 shows the sizes of different cryptographic operations, while 

Table 6 provides a comparative analysis of the communication complexity of our scheme versus its 

counterparts. In Karim, S. et al. [50], four messages are transmitted; namely (Mssg1 = RIDVn, CertifVn, 

AVn, DsignVn, TS1), (Mssg2 = RIDRSU, CertifRSU, BRSU, SKey-VerRSU−V, TS2) and (Mssg3 = 

ACKVn−RSU, TS3), which include (3 ECC points), (2 physical identities), (4 hash function outputs) 

and (3 timestamps). Thus, a total of 2400 bits are transmitted. In the same way, the communication cost 

is calculated for Wu, T. Y. et al. [49], Salami, Y, et al. [51], Xie et al. [52] and our LAIoV-5G schemes. 

Table 5. Cryptographic-operation output sizes. 

Operations Cost (bits) 

Elliptic Curve Point 256 bits 

Actual identity 256 bits 

One-way hash function 256 bits 

Timestamps 32 bits 

Arbitrary nonce 256 bits 

Symmetric encryption/decryption AES-128 bits 

Table 6. Communication-cost comparison 

Schemes No. of messages Communication cost (bit) 

Wu, T. Y. et al. [49] 5 3744 

Karim, S. et al. [50] 3 2400 

Salami, Y, et al. [51] 5 3520 

Xie et al. [52] 4 2976 

LAIoV-5G 3 1632 

As shown in Table 4 and Table 6, the computation time of our LAIoV-5G scheme is 8.077 ms, which 

is 74.6%, 49%, 62.3% and 51% lower than those of Wu, T. Y. et al. [49], Karim, S. et al. [50], Salami, 

Y. et al. [51] and Xie et al. [52], respectively. The communication cost of our LAIoV-5G scheme is

1632 bits, which is 56.4%, 32%, 53.6% and 45.1% lower than those of Wu, T. Y. et al. [49], Karim, S. 

et al. [50], Salami, Y. et al. [51] and Xie et al. [52], respectively.  

Table 7. Improvement of our LAIoV-5G scheme over other schemes. 

Schemes Computation improvement Communication improvement 

Wu, T. Y. et al. [49] 74.6% 56.4% 

Karim, S. et al. [50] 49% 32% 

Salami, Y, et al. [51] 62.3% 53.6% 

Xie et al. [52] 51% 45.1% 

Table 7 shows the improvement of our LAIoV-5G scheme compared with other schemes in terms of 

computation and communication costs. The results unequivocally demonstrate the superiority of 

computational and communication efficiency of our scheme over other related schemes. Moreover, our 

scheme achieves a robust security posture at lower-bandwidth requirements, further solidifying its 

effectiveness and impressiveness. 
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7. CONCLUSION

This paper presents a highly effective LAIOV-5G protocol to secure message exchanges in IoV enabled 

smart cities. The proposed scheme enables a unique authentication method and demonstrates cost-

effectiveness in terms of computation and communication complexities. The comparative evaluation 

results show that it incurs the lowest costs when contrasted against its peer authentication protocols. 

Specifically, security evaluations show that LAIOV-5G protocol withstands significant known security 

attacks. Some of these attacks include stolen smart card, privileged insider, impersonation and message-

replay attacks. Hence, the suggested methodology has been demonstrated to be effective, dependable 

and secure. In future work, we plan to conduct a detailed evaluation of the performance of the proposed 

scheme in large-scale smart-vehicle networks and address the challenges related to real-world 

applications, which were beyond the scope of this study. 
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ملخص البحث:

دددد  ٍ ش ددددامئ  ا  دددد ئ تددددف  ددددّائ ةٍ دددد   دددد  ش    ددددا     لقددددّ ت شبددددا جددددل ام  لن ددددر  لددددداتة تددددف هاددددع ك تي

 لل اندددددام نهد  ب دددددا ننثدددددك ا  ن   اشدددددر  ل دددددّّ  لبش دددددا ا ل  ددددد   ل دددددّا  ل شٍ ددددد   دددددا هق  دددددر  ل ش   ددددد  

ددددددد   نر ددددددد  تاددددددد عو يتددددددداا   ت ا  ن دددددددا  ددددددد ر  لل  ددددددد   هادددددددا ّ  ن كندددددددا  ل كٍلدددددددام  دددددددا ر  

غيدددددكّ  لددددد شا ب  ن ادددددي  للطبدددددظ  ل شا  ددددد  ل ادددددك   نن دددددك   ل اشل اددددد  غ دددددك ل كٍلدددددام ن ل ثدددددا  ن

 لآتبددددد  لقبدددددع م  إهشردددددار  دددددا  ن كندددددا  ل كٍلدددددام ل لددددداتر  ل ا عتدددددام   ددددد اش تدددددف  ل  ددددد ش هادددددع ك 

      ئ ل ا اظ   ظ سكش    ل ا عتام ن  ظ  لدرعص   هقب امئ 

 اضددددا  لقك دددد   نلاددددعا  لادددد ش نقددددّ هدددد ش  ق ددددك ا  لاّ ددددّ تددددف  لاي ددددعر  ل كهلادددد   ا تدددداا  ددددا  ل

 ددددد اش غالل ددددد  هقب دددددام  ل رددددداتق  ل دددددا   دددددعذ    دددددا   ا شددددد   ا تددددداا    تدددددك  لشددددد    دددددّشت  لل اندددددام 

 ل بقعل   ٍ ا ياش  اض ا   شرف  قّرئ  ارئ تف  ّم  ل ا     

ا  ددددد  ترددددداتق ئ    دددددف  لدددددع   دددددك ه ددددد   ل ندددددع م  نقدددددّشم  دددددا  ددددد ر  لعرقددددد   للاا ددددد  تداش نلطنَا 

ددددددد   ل كٍلددددددداملإن كندددددددا   تلب دددددددا    دددددددظ هقب ددددددد   لن دددددددر  لدددددددداتة  نقدددددددّ  دددددددكو ها  دددددددر  ل داش

دددددف تدددددف ٍدددددل   ددددد   ل ق دددددكا ه     ل ق دددددكا تدددددف   ددددد    تددددداا  ن  شبدددددا ن دددددا    ل شا  دددددر ياش  ل داش

 لاّ ددددددّ تددددددف  ل ن ددددددام  لش ددددددا ه ددددددّشت  هشردددددداإم  ن كنددددددا  ل كٍلددددددام  ددددددا    دددددد   ل ّ بدددددد   ل شٍ دددددد   

دددددد   ل رددددددات ق   ل ق ددددددكا تادددددد عو   ال ددددددا  تددددددف  ل ا   دددددد   ددددددا نتددددددف نا  دددددد ئ ي ددددددكو  ي لددددددا تداش
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ABSTRACT 

Air-to-ground interference poses a critical challenge in integrating unmanned aerial vehicles (UAVs) into 

cellular networks. In downlink scenarios, UAVs can withstand significant interference from co-channel base 

stations (BSs) due to the guaranteed line-of-sight (LoS) link with ground users. Our research focuses on power 

optimization in BSs and applying green-energy principles to pave the way for more sustainable and energy-

efficient BSs within UAV-integrated wireless systems. To this end, this paper investigates a downlink UAV 

communication scenario in which the intelligent reflecting surface (IRS) is mounted on the UAV to practically 

nullify the interference originating from the co-channel BSs. We formulate the IRS beamforming matrix to 

reduce transmit power by optimizing passive beamforming for IRS elements, incorporating adjustments to phase 

shifts and amplitude coefficients while considering the positioning of the UAV. The proposed optimization 

problem is non-convex and thus a successive convex-approximation (SCA) method is adopted to convert all 

constraints into a quadratic approximation. Simulation results demonstrate that the proposed SCA algorithm 

provides an efficient transmit-power minimization approach with low computational complexity for large IRS, 

since it achieves close-to-optimal performance and significantly outperforms conventional systems without IRS. 

In interference scenarios and with different numbers of IRS meta-atoms, the proposed algorithm achieves a 

power reduction of approximately 8 and   13 dBm, while maintaining the same required signal-to-interference-

plus-noise ratio. 

KEYWORDS 

Intelligent reflecting surfaces (IRS), Successive convex approximation (SCA), Cone programming, Unmanned 

aerial vehicles (UAVs). 

1. INTRODUCTION

Unmanned aerial vehicles (UAVs) have become a critical enabler for delivering wireless ad-hoc 

connectivity, especially in disaster areas and harsh environments [1]. However, because line-of-sight 

(LoS) transmission is dominant in aeronautical communication, UAVs are frequently affected by 

signal interference from terrestrial networks. On the other hand, intelligent reflecting surface (IRS) has 

emerged recently as a practical way to enhance the wireless-propagation environment by improving 

communication and coverage performance [2]. An IRS is made up of several passive meta-atoms that 

are coordinated by a microcontroller in order to create a directional reflection of the incident signal 

towards a desirable direction. The reflected signals are added either constructively or destructively to 

the received signal to strengthen or weaken the signal-to-interference-plus-noise ratio (SINR) by 

carefully tweaking the phase shifts. For systems beyond the fifth generation (5G), IRS-assisted 

wireless networks have demonstrated considerable spectral and power efficiency [3]. IRS-assisted 

UAV enables intelligent reflection over the air. Compared to terrestrial IRS set-ups, IRS-supported 

UAV systems are more effective at establishing robust LoS connections with ground BSs due to the 

UAV’s elevated position, consequently reducing signal blockage [4]. 

The next-generation wireless networks are poised to transform wireless communication, facilitating 

the realization of advanced applications, like holographic telepresence, autonomous vehicles and 

pervasive sensing. However, future networks will require higher data rates, reduced latency and highly 

reliable, secure communications to support these innovations. This demand will require the 

deployment of additional BSs and network components, resulting in heightened energy consumption 

[5]. The cooperative-RSMA system with IRS assistance has proven to reduce the system’s energy 

consumption [6]. Consequently, it is imperative to explore potential energy-saving opportunities 

within the next generation. One crucial area of focus involves optimizing the phase-shift 

configurations of multiple IRS meta-atoms to achieve the desired signal amplification or interference 
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suppression in IRS-assisted systems. However, it is computationally demanding to solve the joint 

optimization of the passive beamforming at the IRS and the active beamforming at the BS directly due 

to its non-convex nature. Some algorithms based on alternating optimization (AO) [7], semi-definite 

relaxation (SDR) [8] and manifold optimization [9] maximize the performance of passive IRS 

beamforming. Consequently, the aforementioned approaches necessitate many iterations or significant 

computing complexity to reach convergence for large IRS elements. IRS applications have garnered 

significant attention for enhancing the quality of both uplink and downlink transmissions. A joint 

transmit beamforming of the access point (AP) and the passive reflection of the IRS was frequently 

discussed in technical literature. More specifically, in [10], the authors maximized the secrecy rate of 

the communication link with a single eavesdropper in a multi-input-single-output (MISO) system. In 

[11], the authors utilized the transmit beamforming and the reflecting coefficients to maximize the 

weighted sum secrecy rate. Additionally, the authors in [12] studied the secure-communication 

capabilities of the IRS-assisted multi-user in a MISO interference channel. We use the best active 

transmit beamforming strategy along with passive phase shifts for the IRSs in this work. These are 

found using SDR and successive convex approximation (SCA) methods. The passive-beamforming 

capabilities of IRSs were used to attain an optimal performance balance between terrestrial aerial users 

and UAVs in [13]. 

The authors in [14] investigated the security and spectrum-efficiency aspects of secondary users in 

Cognitive Radio Networks (CRNs) with the assistance of the IRS. Specifically, they studied the 

implementation of the IRS in an underlay CRN and co-designed the transmit and reflect beamforming 

vectors at the IRS. To address the challenge of maximizing secrecy capacity in communication 

systems, they proposed an iterative AO algorithm. In [15], the authors introduced the IRS and utilized 

an AO approach to maximize the secrecy rate in Multiple-Input Multiple-Output (MIMO) wiretap 

channels. Jiang et al. investigated the use of IRS in MIMO cognitive radio systems in [16]. To solve 

the sum-rate maximization problem, they introduced the weighted minimal mean square error 

(WMMSE) approach and an AO-based method. The authors in [17] addressed the problem of 

optimizing the beampattern for an eavesdropping target in an IRS-aided integrated sensing and 

communication (ISAC) system. They employed an SCA algorithm to jointly optimize the transmit 

beamforming of the AP and the phase-shift matrix of the IRS, aiming to maximize the beampattern 

gain. 

1.1 Related Work 

The selection of a phase shifter poses a challenge in IRS-aided communication systems [18]. Previous 

works on IRS generally assume that each reflecting unit functions as a continuous phase shifter, 

enabling the phase-shift matrix to adjust for reflective beamforming [19]-[20]. The authors in [8] 

introduced the joint active and passive-beamforming problem, utilizing the SDR method to minimize 

transmit power at the BS. However, implementing this approach in practice is challenging due to 

hardware limitations. Conversely, in [21], the authors investigated IRS-aided wireless networks 

assuming that only a discrete number of phase shifts are deployed at each reflecting unit. Furthermore, 

the utilization of non-orthogonal multiple access (NOMA) in conventional multi-IRS downlink 

systems is investigated in [22], where the authors presented a successive phase-rotation approach to 

determine the phase shifts sequentially. 

In recent years, several papers have focused on IRS-assisted wireless communication [23]. A 

significant challenge in this system is the joint optimization of phase shifts at the IRS and 

beamforming vectors at the BS. In [24], a study was conducted on a massive multiple-input multiple-

output communication system, where the problem of maximizing the minimum signal-to-interference-

plus-noise ratio was addressed. This was achieved by jointly optimizing the signal power, transmit 

precoding vector and the effective phase shifts at the large intelligent surface. Additionally, optimizing 

both the active beamforming at the BS and the passive beamforming at the IRS can minimize the BS 

transmit power to meet mobile-user rate requirements [8]. Users can flexibly modify the channel 

conditions at the IRS, introducing an additional degree of freedom (DoF) to enhance system 

performance. In [25], a power-minimization framework was explored within an IRS-enabled NOMA 

network. The optimization of transmit beamforming and IRS phase shifts was addressed and solved 

using an alternating optimization approach. The authors in [26] addressed the problem of minimizing 

power consumption in a downlink-communication scenario assisted by the IRS. This optimization 
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aimed to satisfy minimum SINR thresholds. This paper takes a joint approach, considering both power 

control and IRS reflection coefficients in the optimization process. On the other hand, the UAV-

assisted IRS can significantly improve communication-system reliability and overcome obstacles by 

adjusting both its position and phase shifts. For instance, in [27], the authors explored the concept of a 

UAV-carried IRS, aiming to minimize the average total-power consumption of the system through 

joint optimization of the UAV’s trajectory/velocity and the IRS’s phase shifts. In [28], the authors 

investigated a joint active and passive-beamforming approach using a generalized Bender’s 

decomposition-based algorithm. This approach utilizes codebook-based passive beamforming across 

multiple IRS in a multi-user MISO system. The primary objective is to minimize the transmit power 

while optimizing the system performance. Moreover, the authors in [29] utilized the SCA and SDR 

techniques to address the non-convex transmit beamforming-optimization problem. Their objective 

was to maximize the energy efficiency of a multi-user MISO system aided by IRS. 

Unlike terrestrial wireless channels, which often suffer from significant path loss and multi-path 

effects, the elevated position of UAVs typically provides more dominant LoS channels, leading to 

improved communication performance. However, these strong LoS links also make UAVs more 

vulnerable to attacks from terrestrial nodes, such as eavesdropping and jamming [30]. IRS-assisted 

UAVs offer several advantages, including the ability to dynamically adjust the IRS’s position through 

UAV maneuvering. This introduces a new degree of freedom for IRS optimization. Moreover, 

mounting the IRS on the UAV enables full- angle reflection and increases the number of LoS links 

[31]. Numerous studies have focused on optimizing transmit power in IRS-assisted UAV systems [32]. 

1.2 Motivation and Contributions 

Compared to traditional, fixed-insert IRS-aided transmission, the benefits of combining the IRS with a 

UAV are clear. But, there is a lack of research; therefore, further study is required. Our suggested 

technique has lower per-iteration complexity compared to [8], which is mostly caused by the system’s 

reliance on SDR to solve the optimization problem. The use of AO in [7] makes the problem easier     

to understand, but the solution that comes out might not be very good because of how the design 

factors are interdependent. Furthermore, convergence of a penalty-based strategy necessitates a large 

number of iterations. In this study, we look at how IRS-aided UAVs deal with the problem of 

balancing transmit power and quality-of-service (QoS) needs in downlink communication. This paper 

introduces a powerful optimization approach that ensures solution convergence by combining SCA 

and second- order cone-programming (SOCP) techniques. By breaking the original problem into 

manageable convex sub-problems with closed-form solutions, the suggested SCA method effectively 

handles the non-convexity of the original problem. This is achieved by utilizing linear approximations 

and convex lower limits. Monte Carlo simulations show that the low-complexity SCA achieves 

efficient performance, far better than benchmark schemes, evaluating the usefulness of this method. 

Finally, the following are the technical contributions of our paper: 

 SCA is adopted to counterbalance the non-convex characteristic of the optimization problem,

aiming to minimize the transmit power by optimizing the reflection coefficients of the IRS meta-

atoms. This optimization guarantees the fulfillment of both QoS and minimum power for a 

specific SINR value. By formulating the problem as a SOCP, all optimization variables are 

updated simultaneously in each iteration. This approach guarantees the algorithm’s provable 

convergence. 

 We report an interference-mitigation scheme that utilizes a single UAV equipped with an IRS,

eliminating the need for deploying multiple IRSs near each ground BS [13]. This approach 

effectively addresses interference issues between UAV and ground users during the UAV’s 

downlink communications. The IRS-aided UAV employs passive beamforming to mitigate the 

interference originating from the co-channel BSs. 

 The problem is formulated as a SOCP and the convergence is shown by updating the variables

simultaneously. Moreover, the algorithm successfully reduces the power consumption by around 

13 dBm, while maintaining the required SINR level. 

The paper is structured as follows: Section 2 presents the system model and formulates the 

optimization problem. In Section 3, we decompose the power optimization and passive beamforming 
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using the SCA algorithm. Section 4 summarizes the convergence and complexity analysis. Section 5 

shows the numerical results obtained. Finally, the conclusions are summarized in Section 6. 

Notations 

Regular and bold small letters stand for scalars and vectors, while bold capital letters are used for 

matrices. The magnitude of a scalar 𝑥 is represented by |𝑥|, while the Euclidean norm of a vector 𝒙 is 

denoted as ∥ 𝐱 ∥. The transpose of the matrix 𝐗 is represented by 𝐗T, the conjugate transpose by 𝐗H

and the rank is rank(𝐗). The notation diag(𝐗) refers to a diagonal matrix. The notation ℂ𝒎×𝒏

represents the set of 𝑚 × 𝑛 complex matrices. Complex numbers’ real and imaginary parts are 

presented as ℜ(⋅) and ℑ(⋅), respectively. Finally, the letter 𝒋 represents the imaginary unit √−1. 

Figure 1. Downlink interference in a cellular-UAV scenario. 

2. SYSTEM MODEL AND PROBLEM DEFINITION

This section introduces the system model under consideration and analyzes the functionality of the 

IRS modules in minimizing the required transmit power. 

2.1 System Model 

We investigate a downlink cellular-connected UAV scenario, assuming all BSs have 𝑁𝑟 antennas and

a UAV is connected directly with BSUAV. This scenario includes 𝐾 additional co-channel BSs serving

ground UEs, introducing potential interference for the UAV. In contrast to conventional terrestrial 

inter-cell interference (ICI), cellular-connected UAV results in an interference problem that includes 

aerial-ground interference; i.e., interference resulting from co-channel terrestrial BSs and inter-UAV 

interference; i.e., interference resulting among co-channel UAVs. An aided integrating UAV with IRS, 

UAVIRS, is deployed to minimize the interference that is caused in the 𝑘𝑡ℎ BS, BS𝑘, ∀𝑘 ∈ 𝒮 =
{1,2, . . . , 𝐾}. Here, we assume that only aerial-ground interference exists, as shown in Fig. 1. Let 

UAVIRS have fixed altitude and elevation angle and the IRS has 𝑁 meta-atoms.

The meta-atoms in UAVIRS aim to enhance the power efficiency of the communication link between

the BSUAV and the UAV. We assume that the amplitude, 𝛼𝑖 ∈ [0,1] and the phase, 𝜃𝑖 ∈ [0,2𝜋), ∀𝑖 ∈
{1,2, . . . , 𝑁}, can be independently adjusted for each meta-atom. While the phase and amplitude 

responses of the meta-atom are physically interconnected, there exist design approaches that 

effectively mitigate this inter-dependency [33]. Consequently, we denote the reflection diagonal 

matrix associated with the IRS as: 

𝚯 = diag[𝛼1𝑒𝑗𝜃1     𝛼2𝑒𝑗𝜃2  . . . .   𝛼𝑁𝑒𝑗𝜃𝑁], ∈ ℂ𝑁×𝑁           (1) 

The BSs are positioned at the Cartesian coordinates (𝑥BS,𝑘, 𝑦BS,𝑘, ℎBS,𝑘), while the coordinates of the

UAV-IRS are (𝑥U, 𝑦U, ℎU), which are assigned during the time interval. In this scheme, it is assumed

that the UAV and the UAVIRS operate as a swarm system, with the UAV maintained at a fixed altitude,

UAV 
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ℎUAV and at a close distance with a defined flight period 𝑇 and maximum speed 𝑉max.

Given that the UAV operates at a sufficient altitude, we assume that the link between the UAV and the 

BS is only LoS, as described in [34]. Additionally, we assume that a single antenna is installed on the 

UAV. Let hBS and 𝐡𝑘 ∈ ℂ1×𝑁𝑟 be the direct channel from BSUAV to UAV and the interfering channel

from BS𝑘 to UAV, respectively, while the channel from IRS to the UAV is 𝐡d
H ∈ ℂ1×𝑁. 𝐆BS and 𝐆𝑘 ∈

ℂ𝑁×𝑁𝑟 represent the channels from BSUAV and BS𝑘 to UAVIRS, respectively. Moreover, 𝒑𝑘 and 𝒑BS ∈
ℂ𝑁𝑟×1 denote the transmit-power vector of BS𝑘 and BSUAV, respectively. Therefore, the received

signal at the UAV is represented as: 

𝑦𝑢 = (𝐡BS + 𝐡d
H𝚯𝐆BS)𝒑BS𝑥BS

+ ∑𝑘∈𝒮 (𝐡𝑘 + 𝐡d
H𝚯𝐆𝑘)𝒑𝑘𝑥𝑘 + 𝑛𝑢

    (2) 

where the symbols transmitted by BSUAV and BS𝑘 are respectively denoted as 𝑥BS, 𝑥𝑘 and 𝑛𝑢 ∼
𝒞𝒩(0, 𝜎𝑢) is the additive white Gaussian noise (AWGN) with zero-mean and variance 𝜎𝑢

2 at the

UAV. Therefore, the SINR at the target UAV is given by: 

𝛽 =
|𝓵BS𝒑BS|2

∑𝑘∈𝒮 |𝓵𝑘𝒑𝑘|2+𝜎𝑢
2     (3) 

where  𝓵BS = 𝐡BS + 𝐡d
H𝚯𝐆BS and  𝓵𝑘 = 𝐡𝑘 + 𝐡d

H𝚯𝐆𝑘. Obviously, the interference from the co-

channels is directly affected by the configuration of IRS meta-atoms. Therefore, choosing 𝛼𝑖 and 𝜃𝑖

for each IRS element has a vital role in maximizing 𝛽. IRS elements can occasionally function as 

active components for channel estimation; however, this paper focuses only on passive elements and 

provides perfect Channel State Information (CSI) which is acquired between the UAV and each BS 

[13]. This assumption is reasonable due to the strong LoS links between the elevated UAV and ground 

terminals. 

2.2 Problem Definition 

With the overwhelming rise of data traffic, data rates, reduced latency and the need for highly reliable 

and secure communications, network energy consumption poses a significant economic challenge and 

a major hurdle for next-generation wireless networks. This emphasizes the need for energy-efficient 

solutions, paving the way for green cellular networks. The objective of this paper is to minimize the 

required transmit power from the BSUAV by simultaneously optimizing IRS coefficients, 𝚯. The

optimization problem that minimizes the transmit power while ensuring the QoS can be set as follows:  

min
𝚯

 ||𝒑BS||2        (4a) 

𝑠. 𝑡.    𝛽 ≥ 𝛾 (4b) 

𝛼𝑖 ∈ [0,1], ∀𝑖 ∈ 𝒩     (4c) 

𝜃𝑖 ∈ [0,2𝜋), ∀𝑖 ∈ 𝒩    (4d) 

√(𝑥U
𝑡+1 − 𝑥U

𝑡 )2 + (𝑦U
𝑡+1 − 𝑦U

𝑡 )2 ≤ 𝑉max    (4e) 

𝑥min ≤ 𝑥U
𝑡 ≤ 𝑥max       (4f) 

𝑦min ≤ 𝑦U
𝑡 ≤ 𝑦max     (4g) 

where {𝑥min, 𝑥max} and {𝑦min, 𝑦max} denote the boundary of the coordinate of the UAV (or UAVIRS)

𝑥U and 𝑥U, respectively. (4b) represents the SINR threshold, 𝛾, that ensures the acceptable QoS of

UAV. In (4e), it is ensured that the UAV does not exceed its maximum speed. The range of tasks that 

the UAV can perform is constrained to those specified in (4f) and (4g). We consider that the BS has 

access to perfect CSI for all links, as explained in [8], to fully assess the capabilities of the IRS. 

Clearly, the problem in (4) is non-convex due to the left-hand-side of (4b), which is not jointly 

concave with respect to 𝑝BS and 𝚯.

The challenge in solving (4) arises due to the interdependence between the design variables 𝒑BS and 𝚯
in (4a)-(4b). To address this, Hua et al. [7] introduced a dual loop AO method based on penalty 

approaches. This algorithm updates the auxiliary variables by solving a quadratically constrained 

quadratic program. While the AO approach with a penalty technique achieves variable decoupling, it 
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suffers from limited solution efficiency. Furthermore, the complexity per iteration of the penalty-based 

method was 𝒪(𝑁3). On the other hand, SDR with Gaussian randomization [8] can solve (4). However,

the utilization of SDR becomes increasingly complex as the number of meta-atoms grows. 

Furthermore, obtaining a rank-1 feasible solution necessitates a considerable number of randomization 

steps, thereby substantially contributing to the overall complexity. Finally, since the coupling between 

𝚯 and 𝒑BS is high, AO-based methods are typically inefficient, as they can not guarantee a

theoretically stationary point. 

3. OPTIMAL TRANSMIT POWER USING SCA

In this section, we present a solution to non-convexity of (4b). We address the non-convexity in (4) by 

using an SCA to produce a high-performance solution. Our approach relies on a set of (in)equalities 

for arbitrary complex-valued vectors 𝑎 and 𝑏, as described in [35]:   

||𝒂||2 ≥ 2ℜ{𝒃H𝒂} − ||𝒃||2, (5a) 

ℜ{𝒂H𝒃} =
1

4
(||𝒂 + 𝒃||2 − ||𝒂 − 𝒃||2),   (5b) 

ℑ{𝒂H𝒃} =
1

4
(||𝒂 − 𝑗𝒃||2 − ||𝒂 + 𝑗𝒃||2)  (5c) 

First, to handle (4b), we employ the method of SCA, where both 𝚯 and 𝑝BS are optimized in each

iteration. Initially, we use (3) to transform (4b) into an equivalent form given by: 

|𝓵BS𝒑BS|2

𝛾
≥ ∑𝑘∈𝒮 |𝓵𝑘𝒑𝑘|2 + 𝜎𝑢

2                                                       (6)

We observe that the term in (4b) is non-convex. However, since we aim to maximize the right-hand 

side of (6), we can extract a concave lower bound for it using the following approach: 

|𝓵BS𝒑BS|2 ≥
(𝑎)

2ℜ{(u(𝑚))H𝓵BS𝒑BS} − |u(𝑚)|2

≥
(𝑏)

1

2
{||u(𝑚)𝓵 BS

H + 𝒑BS||2

−||u(𝑚)𝓵 BS
H − 𝒑BS||2} − |u(𝑚)|2

≥
(𝑐)

[ ℜ{(𝐯(𝑚))H[u(𝑚)𝓵 BS
H + 𝒑BS] } −

1

2
||𝒗(𝑚)||2

−
1

2
||u(𝑚)𝓵 BS

H − 𝒑BS||2 − |u(𝑚)|2]

 = 𝑓(𝒑BS; 𝚯; 𝒑BS
(𝑚); 𝚯(𝑚)),

 (7) 

where u(𝑚) = 𝓵BS
(𝑚)

𝒑BS
(𝑚), 𝒗(𝑚) = u(𝑚)(𝓵BS

(𝑚)
)H + 𝒑BS

(𝑚) and 𝓵 BS
(𝑚)

= 𝐡BS + 𝐡𝑑
H𝚯(𝑚)𝐡BS. Here,

𝚯(𝑚) and  𝓵BS
(𝑚)

 denote the values of 𝚯 and 𝓵 BS in the 𝑚𝑡ℎ iteration of the SCA model, respectively.

Additionally, (𝑎) and (𝑐) in (7) result from (5a), while (𝑏) results from (5b). It can be proven that 

𝑓(𝒑BS; 𝚯; 𝒑BS
(𝑚); 𝚯(𝑚)) is jointly concave w.r.t. 𝚯 and 𝒑BS.

Next, to address (4b), we utilize the concept of SCA, where we optimize both Θ and 𝒑BS in each

iteration. Initially, we transform (4b) into an equivalent form as: 

|𝓵BS𝒑BS|2

𝛾
≥ 𝜎𝑢

2 + ∑𝑘∈𝒮 (𝜚𝑘
2 + �̅�𝑘

2),         (8a) 

𝜚𝑘 ≥ |ℜ{𝓵𝑘𝒑𝑘}|, ∀𝑘 ∈ 𝒮,   (8b) 

�̅�𝑘 ≥ |ℑ{𝓵𝑘𝒑𝑘}|, ∀𝑘 ∈ 𝒮    (8c) 

where the new slack variables 𝜚𝑘 and �̅�𝑘 are used. It is simple to observe that if (2.2b) is feasible, then

(8) is also feasible and vice versa. Since the right-hand side (RHS) of (8a) is convex, we need to find a

concave lower bound for the term |𝓵BS𝒑BS|2 in (8a). Let 𝒑BS
(𝑚) and 𝚯(𝑚) represent the value of 𝚯

and 𝒑BS in the 𝑚𝑡ℎ iteration of the SCA process, respectively. Similarly to (7), this can be represented

as:  

|𝓵BS𝒑BS|2

𝛾
≥

1

𝛾
[ ℜ{(𝐯(𝑚))H[ u(𝑚)𝓵BS

H − 𝒑BS] }

−
1

2
||𝒗(𝑚)||2 −

1

2
||u(𝑚)𝓵BS

H − 𝒑BS||2 − |u(𝑚)|2]

= 𝑓(𝒑BS; 𝚯; 𝒑BS
(𝑚); 𝚯(𝑚)).

(9)
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By utilizing the property that 𝑥 ≥ |𝑦| if and only if 𝑥 ≥ 𝑦 and 𝑥 ≥ −𝑦 and incorporating (5b), we can 

express (8b) in an equivalent form as:   

𝜚𝑘 ≥ ℜ{𝓵𝑘𝒑𝑘} =
1

4
(||(𝓵𝑘 + 𝒑𝑘||2 − ||(𝓵𝑘 − 𝒑𝑘||2), (10a) 

𝜚𝑘 ≥ −ℜ{𝓵𝑘𝒑𝑘} =
1

4
(||(𝓵𝑘 − 𝒑𝑘||2 − ||(𝓵𝑘 + 𝒑𝑘||2) (10b) 

Due to the presence of the negative quadratic term on the right-hand side of (10a), it becomes non-

convex. Therefore, we can transform it into convex by applying the inequality in (5a) as: 

𝜚𝑘 ≥
1

4
[‖𝓵𝑘

H + 𝒑𝑘‖
2

− 2ℜ{(𝓵𝑘
(𝑚)

− (𝒑𝑘
(𝑚))H(𝓵𝑘

H − 𝒑𝑘)}

+||(𝓵𝑘
(𝑚)

)H − 𝒑𝑘
(𝑚)||2] = 𝜌𝑘(𝒑𝑘; 𝚯; 𝒑𝑘

(𝑚); 𝚯(𝑚))
   (11) 

Applying a similar argument,(10b) results in: 

𝜚𝑘 ≥
1

4
[‖𝓵𝑘

H + 𝒑𝑘‖
2

− 2ℜ{(𝓵𝑘
(𝑚)

+ (𝒑𝑘
(𝑚))

H
(𝓵𝑘

H + 𝒑𝑘)}

+||(𝓵𝑘
(𝑚)

)H + 𝒑𝑘
(𝑚)||2] = �̅�𝑘(𝒑𝑘; 𝚯; 𝒑𝒌

(𝑚); 𝚯(𝑚))
    (12) 

Similarly, in (11) and (12), (8c) results in the following inequalities:  

�̅�𝑘 ≥
1

4
[||𝓵𝑘

H − 𝑗𝒑𝒌||2 − 2ℜ{(𝓵𝑘
(𝑚)

− 𝑗(𝒑𝑘
(𝑚))H(𝓵𝑘

H + 𝑗𝒑𝒌)}

+||(𝓵𝑘
(𝑚)

)H + 𝑗𝒑𝑘
(𝑚)||2] = 𝜔𝑘(𝒑𝑘; 𝚯; 𝒑𝑘

(𝑚); 𝚯(𝑚))
          (13) 

�̅�𝑘 ≥
1

4
[||𝓵𝑘

H + 𝑗𝒑𝑘||2 − 2ℜ{(𝓵𝑘
(𝑚)

+ 𝑗(𝒑𝑘
(𝑚))H(𝓵𝑘

H − 𝑗𝒑𝑘)}

+||(𝓵𝑘
(𝑚)

)H − 𝑗𝒑𝑘
(𝑚)||2] = �̅�𝑘(𝒑𝑘; 𝚯; 𝒑𝑘

(𝑚)
; 𝚯(𝑚))

         (14) 

Subsequently, the only remaining issue is the non-convexity of (4c) and (4d). To tackle this issue, we 

begin by transforming the equality constraint in (4c) and (4d) into a convex inequality constraint. We 

introduce a regularization term into the objective function to guarantee the satisfaction of the 

inequality constraint as an equality at convergence. Additionally, To tackle the non-convexity of the 

resulting objective function, we employ a first-order approximation of the regularization term centered 

around 𝚯(𝑚). As a result, we can restate the non-convex problem in (4) to approximate the convex

sub-problem of the SCA model to an equivalent form as: 

min
𝚯,𝜏,�̅�

 ||𝑝BS||2 − 𝛿[2ℜ{(𝚯(𝑚))𝚯}−∥ 𝚯(𝑚) ∥2], (15a) 

𝑠. 𝑡.    𝑓(𝒑BS; 𝚯; 𝒑BS
(𝑚); 𝚯(𝑚)) ≥ 𝜎𝑢

2 + ∑𝑘∈𝒮 (𝜚𝑘
2 + �̅�𝑘

2),    ∀𝑘 ∈ 𝒮                        (15b)

(11) − (14),    ∀𝑘 ∈ 𝒮                                                           (15c) 

𝛼𝑖 ∈ [0,1],    ∀𝑖 ∈ 𝒩 (15d) 

𝜃𝑖 ∈ [0,2𝜋),    ∀𝑖 ∈ 𝒩 (15e) 

where the regularization parameter is defined as 𝛿 > 0, 𝑚 is the iteration number, 𝜏 = {𝜚𝑘}𝑘∈𝒮 and

�̅� = {�̅�𝑘}𝑘∈𝒮. Note that the non-convexity of the regularization parameter 𝛿 in (15a) leads to the non-

convexity of (15). However, to address this issue, we utilize (5a) to convexify (15a). It is evident that 

all the constraints specified in (15) can be expressed using quadratic cones. Consequently, (15) 

qualifies as an SOCP problem that can be efficiently solved using the MOSEK solver [36]. When the 

objective function gradually falls, it eventually reaches a specific threshold 𝜖 and the optimal 𝚯⋆ is

achieved based on the eigenvalues’ decomposition. 

4. ALGORITHM ANALYSIS

The proposed algorithm is summarized in Algorithm 1, where the optimization of Θ aims to minimize 

the BS transmit power, which is achieved by tuning ϵ using the MOSEK solver. In this section, the 

feasibility of interference elimination is discussed for LoS channels, then convergence behavior and 

computational complexity are presented. 

4.1 Feasibility of Interference Elimination in LoS Channels 

We investigate a special case of pure LoS channels between BS-UAV, UAVIRS-UAV and BS-UAVIRS 

to understand the impact of the number of reflecting elements on interference-cancellation feasibility. 
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← 

This scenario is significant in practical applications owing to the elevated altitude of the UAV and 

UAVIRS. Consequently, we can determine the channel gains for the direct and cascaded paths related to 

BSk. 

Algorithm 1: SCA-based algorithm for solving (15) 

Input: Maximum iteration number M, the initial value (𝒑BS
(0), Θ(0), δ > 0)

Output: The optimal value {𝒑BS*, Θ*}

Initialize: m = 0; 

1 repeat 

2 The optimal solution of (15) based-MOSEK tool is 𝒑BS
(0), Θ(0).

3 Update 𝒑BS
(m+1)← 𝒑BS*, Θ(m+1)← Θ⋆

4 m m + 1 

5 until The objective value of (15) converges; 

‖𝐡𝑘‖1 =
√𝛽0

𝑑BU,𝑘
, 𝑘 ∈ 𝒮  (16a) 

‖𝐡d
H𝚯𝐆𝒌‖

1
 =

𝑁𝛽0

𝑑BI,𝑘𝑑IU
, 𝑘 ∈ 𝒮           (16b) 

Here, 𝛽0 represents the LoS path loss at a reference distance of 1 meter. 𝑑BU,𝑘, 𝑑IU and 𝑑BI,𝑘 denote

the distances between the BS𝑘-UAV, UAVIRS-UAV and BS𝑘-UAVIRS, respectively. Substituting (16a)

and (16b) into the complete interference-nulling condition, ||𝐡d
H𝚯𝐆𝑘‖1 ≥ ||𝐡𝑘‖1, we obtain:

𝑁𝛽0

𝑑BI,𝑘𝑑IU
≥

√𝛽0

𝑑BU,𝑘
, 𝑘 ∈ 𝒮  (17) 

In this scenario, the elevated altitude of both the UAV and UAVIRS and their close proximity result in

approximately equal distances, indicated by 𝑑BU,𝑘 ≈ 𝑑BI,𝑘. Consequently, we can simplify the

expression for the minimum number of reflecting elements required to achieve interference nulling at 

the UAV as 𝑁𝑚𝑖𝑛 = ⌈
𝑑IU

√𝛽0
⌉. This suggests that a larger number of reflecting elements facilitates the 

achievement of interference nulling, as demonstrated through simulations in Section 5. 

4.2 Convergence Behavior of Algorithm 

Without loss of generality and for a given 𝛿, let 𝑓(𝒑BS
(𝑚); 𝚯(𝑚)) be the total transmit power and

passive beamforming IRS coefficients’ matrix at the 𝑚𝑡ℎ iteration. Thus, we observe:

𝑓(𝒑BS
(𝑚); 𝚯(𝑚)) ≥ 𝑓(𝒑BS

(𝑚+1); 𝚯(𝑚))                                                         (18)

where (18) holds since (15) represents a convex function and the transmit power 𝒑BS
(𝑚+1) is

optimized and updated at (𝑚 + 1)th iteration based on the passive beamforming 𝚯(𝑚). Interestingly

though, 𝒑BS
(𝑚+1) remains unchanged during the (𝑚 + 1)th iteration, even with the updated passive

beamforming 𝚯(𝑚+1). Therefore, (18) holds. Considering the constraint (15c), the objective sequence

is 𝑓(𝒑BS; 𝚯) ≥ −𝛿𝑀, indicating that the objective function 𝑓(𝒑BS
(𝑚); 𝚯(𝑚)) converges. Also, taking

into account the limited system resources and the minimum SINR, we assume that the objective 

function in (15) must have a lower bound, which is a finite value. Consequently, we can prove the 

convergence of Algorithm 1 towards a feasible solution. 

4.3 Computational-complexity Analysis 

Let’s suppose that we have only one UAV. It can be easily demonstrated that there are 2(𝐾 + 𝑁 +
1) + 1 optimization variables in total in (15), considering that they are real-valued. There are 𝑁 + 2
total second-order conic restrictions. As a result, using the justifications in [37], the suggested SOCP-

based method’s overall per-iteration complexity is given by:  

𝒪[2(4 + 𝑁)0.5(1 + 𝐾 + 𝑁)(4 + 16𝐾 + 8𝑁 + 20𝐾2 + 8𝐾𝐿 + 4𝑁2)]     (19)

In realistic scenarios, the IRS meta-atoms are anticipated to be significantly greater than the number of 

interfering BSs. Consequently, the complexity of Algorithm 1-based SCA can be accurately 
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approximated as 𝒪(𝑁3.5). Although the use of AO in [7] simplifies the optimization problem, the

complex interdependence among the design variables may prevent it from producing a solution of high 

quality. Furthermore, as demonstrated in Section 5, employing a penalty-based algorithm necessitates 

a substantial number of iterations to meet convergence, resulting in prolonged problem-solving time. 

On the other hand, the complexity of the SDR-based algorithm discussed in [8] is dominated by 

solving the semi-definite program (SDP) in (8), resulting in a per-iteration complexity of 

approximately 𝒪(𝑁7) [37]. This is significantly higher than the complexity of our proposed algorithm,

especially for large numbers of IRS meta-atoms. As we will demonstrate numerically in the next 

section, our algorithm offers significant computational advantages. 

5. NUMERICAL RESULTS

This section documents numerical results that demonstrate the performance of Algorithm 1. For the 

simulation, we examine a system that incorporates an IRS to assist a UAV, where the BSUAV and

UAVIRS are positioned at (0, 0, 10 m) and (𝑥U, 𝑦U, 50  𝑚), respectively. The remaining co-channel

BSs are situated at 10 m height, the locations are randomly and uniformly generated within their 

respective cells, which are denoted by coordinates (𝑥BS,𝑘, 𝑦BS,𝑘, 10  𝑚). The UAVIRS operates at a

constant altitude ℎU, with a flight duration 𝑇 set to 80 seconds and the maximum speed of the UAV is

𝑉max = 25  𝑚/𝑠. With a total bandwidth of 10 MHz, we suppose that the system operates at its center

frequency of 2.4 GHz. Additionally, we consider parameters 𝛿 = 0.001 and 𝜎2 = −174 dBm. The

UAV-UAVIRS channel is assumed to exhibit Rayleigh fading, whereas the BS-UAV channels are

modeled using Rician fading with a Rician factor of K=5 and distance-dependent path-loss for the 

communication links, as described in [38]. 

    Figure 2. Total transmit power for the        Figure 3. Performance of proposed 

   proposed algorithm at K = 6, Nr = 4.  algorithm at different K values and N=200. 

Fig. 2 quantifies the relationship between the transmit power and threshold SINR with 𝐾 = 6, where 

the effect of Algorithm 1 is shown with varying numbers of IRS meta-atoms. In this figure, we 

calculate the required transmit power without IRS (i.e., 𝚯 = 0) and compare the result with uniform 

IRS (i.e., 𝚯 = 1) at different values of 𝑁. We observe that the uniform IRS demonstrates limited 

effectiveness when the threshold SINR falls below 5 dBm, while uniform IRS enhances the received 

signal for higher 𝛾. Its impact is not substantial enough to overcome the interference signals 

introduced by the BS when the SINR threshold is below 5 dBm. Consequently, the required transmit 

power is decreased by increasing the number of IRS meta-atoms. Moreover, Fig. 2 shows the required 

transmit power for Algorithm 1 and compares it with the uniform IRS at 𝑁 = 100 and 𝑁 = 200. We 

notice that the required transmit power for Algorithm 1 is less than the required power for uniform 

IRS. For example, when 𝛾 = 10 dB, the required transmit power for Algorithm 1 at 𝑁 = 100 is 

approximately 5 dBm less than that of the uniform IRS. Similarly, when 𝑁 = 200, the reduction is 

approximately 13 dBm. These results emphasize the advantage of the IRS-aided communication 

system, enabling the UAV to achieve reduced required transmit power while maintaining the desired 

QoS and SINR level. Additionally, it shows the savings in power when utilizing the proposed 

algorithm. 
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Figure 3 illustrates the performance of Algorithm 1 compared to the SDR-based approach [8] using a 

predefined threshold of 𝛾 = 10 and 𝑁𝑟 = 4. Through comparisons involving varying numbers of

interference base stations while maintaining the same number of IRS meta-atoms (i.e., 𝐾 = 3, 𝐾 = 6 

and 𝐾 = 9 with 𝑁 = 200), it is observed that the necessary transmit power increases with a rise in the 

number of interference base stations. The figure distinctly shows that Algorithm 1 surpasses the SDR-

based algorithm in terms of the required transmit power. Additionally, this effect is attributed to the 

destructive beam effects towards the primary network, which satisfies constraint (4b) and 

consequently reduces interference, resulting in an improved required transmit power. 

The convergence analysis of Algorithm 1 is illustrated in Figure 4. We use different initial values for 

𝚯𝑖, uniform (𝚯 = 1), randomly distributed (𝚯 with randomized 𝜃 and 𝛼), or 𝚯 = 0. The convergence

is shown for 𝐾 = 6, 𝑁 = 100, 𝑁𝑟 = 4 and two values for 𝛾. We observe the rapid convergence of the

proposed algorithm reaching its convergence point within the 8𝑡ℎ iteration for any initial point. Also,

we show that the required transmit power is increased by increasing the threshold value of 𝛾. In other 

words, increasing the QoS for the UAV requires more base station’s transmit power. 

Figure 4. Convergence behavior 

of Algorithm 1 (N=100).     

         Figure 5. Total required transmit power versus SCA-                               

      IRS meta-atoms for K=6 and Nr=4 under different 

schemes. 

Figure 5 illustrates the relationship between the required transmit power and the number of IRS meta-

atoms for various threshold SINR values, considering the calculated optimal IRS coefficient 𝚯. 

Additionally, the performance of the SDR-based method [8] is presented. As anticipated, a decreasing 

trend in the necessary transmit power is observed with an increasing number of IRS meta-atoms. This 

trend can be attributed to the passive nature of the IRS, where a higher count of phase shifters allows 

for more power to be reflected from the BS. Consequently, this amplifies the SINR, resulting in a 

reduced required transmit power. Both the transmit power of BSUAV and that of each co-channel BS𝑘

are set to be equal, denoted as 𝒑BS = 𝒑𝑘 [13]. It is important to note that the required transmit power

of the UAV to achieve a specific SINR and the received interference power exhibit a steady increase 

or decrease with 𝑁. However, as 𝑁 increases, the UAV transmit power decreases due to substantial 

interference suppression by the IRS, leading to a more prominent desired signal power. Furthermore, 

the figure indicates that the SDR-based methods exhibit similar performance for small values of 𝛾. 

Conversely, for larger 𝛾, Algorithm 1 outperforms the SDR-based methods. 

Figure  6. Transmit power of the BS versus number of antennas at BSUAV.
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Finally, Figure 6 illustrates the anticipated decrease in average transmit power required for 

information transmission as the number of transmit antennas at the 𝐵𝑆UAV increases for 𝛾 = 10 and

𝐾 = 6. This effect is attributed to the availability of more DoF for spatial multiplexing with a larger 

antenna array, allowing for lower transmit at the BS. Furthermore, it can be observed that employing 

phase shifts at the IRS yields significant performance gains compared to random phase or the absence 

of IRS. These findings highlight the effectiveness of multiple-antenna techniques in reducing transmit 

power. 

6. CONCLUSIONS

In this paper, we have presented a framework that leverages the SCA algorithm and SOCP relaxation 

to optimize both the phase-shift and amplitude coefficients of the IRS matrix. This approach 

effectively addresses the challenge of minimizing transmit power for UAV-downlink communication 

while maintaining QoS. Notably, the algorithm updates all optimization variables simultaneously in 

each iteration, ensuring efficient convergence. Furthermore, we investigate the impact of exploiting 

both the direct channel and the reflected signal from the IRS, enabling constructive interference and 

enhanced reception at the target UAV. The combined use of SOCP and SCA facilitates rapid 

convergence to an effective solution. Simulations demonstrate that our IRS-aided UAV 

communication system achieves significant power savings of approximately 13 dBm compared to 

conventional approaches while maintaining the desired SINR level across various interference 

scenarios. In our future work, we aim to address the challenge of analyzing how altitude and speed 

impact interference mitigation. Additionally, we will explore the challenges of dynamic channel 

conditions and imperfect CSI. 
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ملخص البحث:

ب تددددددي مل لأدددددد  التتّك دددددد  لددددددلأر ال    ددددددك  الشدّتدددددد   إنّ التدّددددبان  لددددددلأر الشدددددددّ اا في تحددددددتّ  ملددددددبتّك

غلأدددددد  ال وشدلدددددد  الادددددد تك  ارماّددددددكر   ات تددددددر لن    ددددددك  الشدّتدددددد  غلأدددددد  ال وشدلدددددد   ن م ددددددكا  

قدددددبكفاب   لأددددد اب  دددددر التدّددددبان   دددددر ال لخّدددددك  ا فردددددلأ  إ ا مدددددّ  رددددد كن ندددددّ    ددددد     كلاددددد  تددددد ل  

ب لأر عنددددددد  ا في  لددددددددا مهدددددددبت شدددددددد  البفّا ددددددد  إلددددددد  التّ  لأددددددد  عنددددددد  للأنهدددددددك الدددددددلأر ال  دددددددت 

مل دددددددلأر ال  دددددددبفا تدددددددي ال لخّدددددددك  ا فردددددددلأ  امخ لأددددددد    دددددددك    الخّكقددددددد  ال  ددددددد ا  لت هلأدددددددب 

الخّ تدددددد   لددددددد  لخّددددددك   فرددددددلأ    يدددددد  ا ددددددتبا  ب ات كللأدددددد   ددددددر  لأدددددد  الخّكقدددددد  تددددددي     دددددد  

  ددددددك م لدددددد  شددددددد  البفّا دددددد  ارماّددددددكل ال  ددددددنتلأ  ال تتك ندددددد   ددددددو ال    ددددددك  الشدّتدددددد  ال وشدلدددددد   

تددددي مل ددددلأر ق ددددبفا اطف ددددكل تددددي فالدددد  التن تدددد  تددددي     دددد  الّ ددددخ  ال ددددك   الدددددّ ي ال  ددددنتلأ  

ال تتك نددددد   دددددو الخّدددددك؛ ا  لدددددبان  لأدّددددكفع إ  تدددددتّ  م  لأددددد  الّ دددددخ  ال دددددك   الددددددّ ي عنددددد  الخّدددددك؛ ا 

حّدددددد ت  لددددددبان  لأدّدددددكف  ددددددر  ادددددد  إ الدددددد  التدّدددددبان  الاّددددددك ف  ددددددر ال لخّددددددك  ا فرددددددلأ  التكّل دددددد  لن

  امهك 

ام ددددلأر  تددددك؛ا ال لك ددددكا  نّ النّ ددددك  ال  تدددد   تددددي شددددد  البفّا دددد  شددددد   ددددك   ا تكعنلأدددد    لأدددد ا  ددددر 

، إلدددددد  اك دددددد  قددددددبكف   ددددددن دا  ددددددر م  لأددددددب الل ددددددكلك ، ا  ا    لأدددددد  مل ددددددلأر قددددددبفا ا ف ددددددكل

ندددددد  دددددر     ددددد   ق تددددد   دددددر ال يكللأددددد  تتدددددددّ  إلددددد   دددددبّ    لأددددد   عنددددد  ا    ددددد  التّ نلأبتددددد  التّدددددي م ك

ب تدددددي ال دددددبفا تتددددد اا  لدددددلأر الّ دددددخ   ال دددددك   الددددددّ ي  ام ل دّدددد  ال داف  لأددددد  ال  دددددت ب   ندك دددددك

(،  ددددددددو اللدددددددددكة عندددددددد    دددددددد   اطلاددددددددكفا إلدددددددد  التدّدددددددبان  االّ ددددددددشلأا dBm ت ددددددددلأ     13ا  8

 ال خندل  
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ABSTRACT 

This paper presents a secure wireless communication system that integrates Physical Layer Security (PLS) with 

Energy Harvesting (EH) to enhance both data confidentiality and network sustainability. The proposed system 

uniquely employs Maximal Ratio Combining (MRC) and Selection Combining (SC) techniques at the multi-

antenna destination node D, which is a novel approach in EH-driven PLS systems. The system model features a 

source node S, powered by energy harvested from spatially distributed power stations, a multi-antenna 

destination node D and an eavesdropper node E within the communication range. A time-switching protocol 

allows the source node S to alternate between energy harvesting and secure data transmission. To improve 

signal quality and security, the destination node D employs Maximal Ratio Combining (MRC) and Selection 

Combining (SC) techniques to mitigate fading and eavesdropping risks. Analytical expressions for the Signal-to-

Noise Ratios (SNRs) at the destination and eavesdropper are derived, along with the Probability Density 

Function (PDF) and Cumulative Distribution Function (CDF) of these SNRs under block Rayleigh fading. We 

also provide an exact formulation for Secrecy Outage Probability (SOP), quantifying the likelihood of 

information leakage under different system configurations. The model is validated through Monte Carlo 

simulations, confirming the accuracy of the theoretical analysis. Simulation results highlight the impact of key 

parameters—energy harvesting efficiency η, time- switching parameter α, number of antennas M , number of 

beacon nodes N  and the power of beacon nodes—on Secrecy Outage Probability (SOP), offering valuable 

insights for optimizing secure and energy- efficient communication in wireless networks. An asymptotic analysis 

is also provided to characterize system performance at high SNR. 

KEYWORDS 

Physical layer security, Energy harvesting, Selection combining, Maximal ratio combining. 

1. INTRODUCTION

In wireless communications, ensuring data security is a critical concern due to the inherent 

vulnerability of wireless channels to eavesdropping and interference [1]. Traditional security measures 

often rely on cryptographic techniques at higher layers; however, these can be resource-intensive and 

may not be fully effective in dynamic or low-power environments. Physical Layer Security (PLS), first 

conceptualized in the mid-20th century and developed further in the 2000s, leverages the physical 

properties of the wireless channel to protect data from interception. PLS focuses on optimizing the 

signal-to-noise ratio and channel conditions in favor of legitimate users while limiting the information 

available to potential eavesdroppers. Presently, research in PLS involves integrating advanced 

techniques, such as beamforming, artificial noise generation and cooperative relay strategies, to 

enhance security while minimizing energy costs [2]. 

In cooperative communication systems, Decode-and-Forward (DF) and Amplify-and-Forward (AF) 

are two widely adopted relaying protocols that enhance the robustness and coverage of wireless 

networks. Studies have shown that improving the capacity in various relay models, such as the half-

duplex relay channel, can further optimize these protocols by addressing specific phase-transmission 

mailto:jsnbs@hongik.ac.kr
mailto:jsnbs@hongik.ac.kr
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challenges [3]. In DF, the relay node decodes the received signal, processes it and then retransmits it, 

effectively mitigating noise but adding processing delay. This approach is particularly advantageous in 

scenarios where data integrity is critical [4]-[7]. On the other hand, AF relays amplify the received 

signal, including any noise, before forwarding it, resulting in a simpler implementation, but potentially 

amplifying noise as well [8]-[9]. The choice between DF and AF often depends on specific network 

requirements, such as the desired balance between complexity, latency and reliability [10]. Recent 

studies in secure cooperative communications have demonstrated the impact of DF and AF on system 

security and efficiency, especially in energy-constrained and eavesdropping-prone environments [11]-

[15]. For example, various secure cooperative transmission protocols have been developed for two-

way energy-constrained relaying networks, which improve secrecy outage and throughput 

performance even in the presence of multiple eavesdroppers through strategic relay and jammer 

selection. Notably, protocols for secure two- way communication in energy-constrained relaying 

networks demonstrate improved secrecy outage and throughput performance by implementing 

cooperative relay strategies, including relay and jammer selection to mitigate eavesdropping [16]. 

Combining binary jamming at relay nodes with network coding at source nodes has demonstrated 

improvements in outage performance by limiting eavesdroppers’ ability to decode the transmitted 

messages in two-way relaying networks [17]. The work in [18] introduces a relay-assisted model 

combined with friendly interference collaboration, achieving improved secrecy performance in multi-

destination transmissions. 

Energy harvesting (EH) is a transformative approach to prolonging the lifespan of wireless devices by 

collecting energy from the environment, including sources like solar, wind and even radio-frequency 

(RF) signals from nearby devices or dedicated beacon nodes. In wireless systems, EH allows nodes to 

operate autonomously, reducing the dependency on traditional power sources. Two prevalent EH 

techniques are Time Switching (TS) and Power Splitting (PS) [19]-[23]. Time switching separates data 

and energy reception into distinct time slots, allowing devices to focus on either energy harvesting or 

data transmission at any moment. Power splitting, on the other hand, enables simultaneous data and 

energy reception by dividing the incoming signal into two paths; one for energy harvesting and the 

other for information processing. Hybrid protocols, such as the Hybrid Time Switching and Power 

Splitting-based Relaying (HTPR) protocol, have been shown to further optimize the throughput in 

cooperative SWIPT networks by leveraging the benefits of both approaches and using techniques like 

Maximum Ratio Combining (MRC) at the destination [24]. Both methods are widely researched and 

continue to be optimized for maximum efficiency and practical deployment in real-world wireless 

systems. The research demonstrates that energy harvesting with power splitting in cooperative 

networks can significantly enhance performance, even under complex channel conditions like 

Nakagamim/Rayleigh fading [25]. Recent research highlights that optimizing for user performance 

and handling hardware impairments in ambient backscatter systems can significantly improve system 

reliability and efficiency [26]. 

Integrating PLS and EH is highly significant in wireless communications, as it addresses both security 

and energy sustainability [27]-[28]. Studies on decode-and-forward full-duplex networks using power-

splitting and self-energy recycling techniques underscore the balance between system security and 

reliability, even with eavesdroppers present [29]. By incorporating EH, nodes can continually 

replenish their energy, supporting the implementation of PLS without straining power resources. The 

integration of simultaneous wireless information and power transfer (SWIPT) in amplify-and-forward 

(AF) IoT networks provides a significant trade-off between security and reliability, highlighting the 

advantages of employing friendly jammers alongside power-splitting relaying strategies to mitigate 

eavesdropping risks [30]. A study on the physical layer security in SWIPT-based decode-and-forward 

relay networks shows that employing dynamic power splitting significantly enhances outage and 

secrecy performance in the presence of eavesdroppers [31]. Additionally, PLS with RF energy 

harvesting in SWIPT cooperative networks enhances information-transmission security and prolongs 

network lifetime, as discussed in recent studies [32]. The interplay between EH and friendly jammers 

has been shown to substantially improve both reliability and security in wireless-powered networks, 

especially in hostile eavesdropping environments, as demonstrated by research on cooperative 

jamming techniques [33]. Moreover, recent studies also highlight security and reliability 

enhancements in satellite-terrestrial networks, where a satellite transmits confidential information via 

multiple relay nodes, incorporating friendly jammers to improve secure transmission amidst imperfect 
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channel conditions [34]. To enhance system outage performance in energy harvesting-based two-way 

relaying protocols, relay-selection methods were proposed, demonstrating significant reliability 

improvements in data transmission over fading channels [35]. This combination is especially 

beneficial in systems where nodes operate remotely or autonomously, such as in sensor networks or 

IoT applications [36]. The performance analysis of time-switching energy harvesting in half-duplex 

sensor networks under hardware impairments reveals critical insights into outage probability and 

throughput, emphasizing the viability of energy-harvesting strategies in Rician fading environments 

[37]. The authors in [38] evaluate the secure performance of multi-hop relay networks by employing 

joint relay and jammer-selection strategies under imperfect channel conditions, enhancing the system’s 

resistance to multiple eavesdroppers. In the context of cognitive radio networks, cooperative multi-hop 

transmission protocols can enhance secrecy performance, especially in the presence of hardware 

impairments, as demonstrated by analyzing the effective signal-to-interference-plus-noise ratio and 

deriving expressions for end-to-end secrecy outage probability [39]. Utilizing EH alongside PLS 

allows for sustainable, secure communication channels capable of resisting eavesdropping attempts 

while ensuring long-term operational viability, even in energy-limited settings. The authors in [40] 

highlight the impact of power beacon-assisted energy harvesting on device-to-device communication 

networks, particularly under the influence of co-channel interference and eavesdropping threats, 

offering closed-form expressions for outage and secrecy outage probabilities. The authors in [41] 

analyze the security and reliability of power splitting-based relaying schemes in IoT networks, 

revealing the advantages of dynamically adjusting power-splitting ratios to enhance system 

performance. 

For further enhancing system performance, especially in secure and energy-harvesting-based wireless 

systems, the use of multiple antennas at the receiving node provides substantial advantages. Multiple 

antennas increase spatial diversity, which improves both reliability and security in data transmission. 

Techniques like Selection Combining (SC) and Maximal Ratio Combining (MRC) are commonly 

employed [42]-[43]. SC chooses the antenna with the highest received signal-to-noise ratio (SNR), 

simplifying the hardware requirements while maintaining reasonable performance gains. MRC, 

meanwhile, combines signals from all antennas in proportion to their SNR, resulting in maximal signal 

enhancement. Both techniques enhance the robustness of the communication link, with MRC often 

offering superior performance in environments with high interference or noise. 

In this paper, we develop and analyze a wireless communication model where a source node, powered 

by energy harvested from nearby beacon nodes, transmits data securely to a destination node with 

multiple antennas. An eavesdropper node attempts to intercept the transmission, but the system’s 

security is ensured through PLS techniques. The destination node employs SC and MRC to maximize 

the signal quality. We derive the security outage probability to assess the system’s performance and 

validate our analytical results through Monte Carlo simulations in Matlab, highlighting the model’s 

effectiveness in secure, sustainable wireless communications. 

The list of important contributions of this paper is shown as follows: 

1) We develop a secure wireless communication model, integrating PLS and EH, where the

destination node uses multiple antennas and selection combining (SC) or maximal ratio combining 

(MRC) techniques to enhance signal quality. 

2) We derive SOP for the system and provide detailed mathematical formulations, which are

validated through Monte Carlo simulations. 

3) To validate the analytical results, we conduct extensive numerical simulations, evaluating the

system’s performance under the effects of various parameters, including the power and number of 

beacon nodes, the number of antennas at the destination and the time-switching factor. 

Additionally, we investigate the asymptotic behavior to analyze the system’s performance under 

high SNR conditions. 

To better highlight the novelty of our work and how it differs from existing studies, we present a 

comparison with relevant papers in Table 1. This comparison emphasizes the unique aspects of our 

proposed approach, particularly in the integration of PLS with EH and the use of advanced combining 

techniques, like SC and MRC. 
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Table 1. Comparison between our work and previous papers in terms of novelty. 

Ref. / Prop. PLS EH SC and MRC 

[2] ✓ X X 

[24] X ✓ X 

[25] X ✓ X 

[29] ✓ ✓ X 

[30] ✓ ✓ X 

[33] ✓ ✓ X 

[41] ✓ ✓ X 

[42] X ✓ ✓ 

[43] ✓ X ✓ 

Our study ✓ ✓ ✓ 

Figure 1. System model of secure wireless communication with PLS and EH, including power stations 

{Pn}, source S, destination D and eavesdropper E. 

Organization: The remainder of this paper is organized as follows. Section 2 details the system model. 

In Section 3, we present the performance analysis and Section 4 follows with simulation results to 

evaluate system performance. Finally, Section 5 concludes the paper, summarizing key insights and 

potential avenues for future research. 

2. SYSTEM MODEL

In this study, we consider a secure wireless communication model that integrates both PLS and EH to 

enhance data confidentiality and system sustainability. The system comprises four primary 

components: a set of power stations, denoted as {𝑃𝑛|𝑛 = 1,… ,𝑁}, a source node S, a destination node

D and an eavesdropper node E. The nodes Pn, S and E are each equipped with a single antenna, while 

the destination node D is equipped with M antennas. 

Table 2. Time allocation for the proposed secure communication scheme. 

Phase Duration Description 

Energy Harvesting αT S harvests energy from N beacon nodes Pn for n = 1, . . . , N . 

Information Transmission (1 − α)T S transmits data to D using SC or MRC, while E attempts 

to intercept the data during the same time. 

2.1 Energy Harvesting from Power Stations 

The source node S is powered by energy harvested from multiple power stations Pn, n = 1, . . . , N, 

spatially distributed around S. Each power station transmits energy over a dedicated Power Transfer 

Channel, modeled as a block Rayleigh fading channel. The harvested power at S, denoted by PS, is 

given by: 



201 

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 11, No. 02, June 2025. 

𝑃𝑆 =
𝐸ℎ

(1−𝛼)𝑇
=
𝜂𝛼𝑇𝑃P∑ |ℎ𝑃𝑛𝑆|

2𝑁
𝑛=1

(1−𝛼)𝑇
= 𝜘𝑃P∑ |ℎ𝑃𝑛𝑆|

2𝑁
𝑛=1   (1) 

where: 

 𝛾PnS = |hPnS |2 is the channel gain between the power station Pn and the source node S,

 Eh represents the total energy harvested at the source node S,

 α is the fraction of time dedicated to energy harvesting,

 T is the total time duration of one transmission block,

 η is the energy-conversion efficiency of the harvesting process,

 PP is the transmit power of each power station,

 𝜅 =
𝜂𝛼

(1−𝛼)
 is a constant that consolidates several parameters for simplicity. 

This harvested power enables S to operate autonomously, sustaining secure communication without 

reliance on conventional power sources. A time-switching (TS) strategy is employed at S, alternating 

between energy harvesting and information processing. 

2.2 Secure Information Transmission to the Destination Node and Eavesdropping 

Threat from a Wiretap Channel 

The source node S transmits confidential information to the destination node D over the primary 

Information Transmission Channel, modeled as a block Rayleigh fading channel. This channel is 

subject to fading and potential eavesdropping, with an eavesdropper node E positioned within the 

vicinity of S, posing a significant security threat by intercepting the transmitted signal over a Wiretap 

Channel, also modeled as a block Rayleigh fading channel. 

To counteract these vulnerabilities, the destination D is equipped with M antennas, denoted as Dm for 

m = 1, . . . , M and employs two diversity-combining techniques: Selection Combining (SC) and 

Maximal Ratio Combining (MRC). SC enhances energy efficiency by selecting the antenna with the 

highest signal- to-noise ratio (SNR), while MRC linearly combines signals from all antennas in 

proportion to their SNRs, maximizing the received signal strength. This multi-antenna setup at D 

significantly improves the system’s security and resilience against fading, interference and 

eavesdropping. 

In this phase, the received signals at the destination D and at the eavesdropper E are expressed as 

follows: 

𝑦𝐷
𝜁
= √𝑃𝑆ℎ𝑆𝐷

𝜉
𝑥𝑆 + 𝑛𝐷

𝜁

𝑦𝐸 = √𝑃𝑆ℎ𝑆𝐸𝑥𝑆 + 𝑛𝐸   (2) 

where 𝑛𝐷
𝜁
 and nE are zero-mean Additive White Gaussian Noise (AWGN) terms with variance N0, 

ζ∈{SC,MRC} indicates the diversity-combining technique employed at D and E {●} denotes the 

expectation operator. 

In this phase, the received signals at the destination D and at the eavesdropper E are expressed as 

follows: 

𝑦𝐷
𝜁
= √𝑃𝑆ℎ𝑆𝐷

𝜁
𝑥𝑆 + 𝑛𝐷

𝜁

𝑦𝐸 = √𝑃𝑆ℎ𝑆𝐸𝑥𝑆 + 𝑛𝐸   (3) 
where: 

 ζ∈{SC,MRC} represents the diversity-combining technique employed at the destination node D.

Specifically, ζ can take the value "SC" for Selection Combining (SC) or "MRC" for Maximal 

Ratio Combining (MRC). 

 xS represents the transmitted signal from the source node S. Specifically, it is the data signal that is

transmitted to both the destination node D and the eavesdropper node E. The signal xS is assumed 

to have a unit power, i.e., 𝔼{𝑥𝑆
2}= 1, where 𝔼{·} denotes the expectation operator.

 𝑛𝐷
𝜁
 and nE are zero-mean Additive White Gaussian Noise (AWGN) terms with variance N0, present 

at the destination node D and the eavesdropper node E, respectively. 
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The SNRs at the destination D and the eavesdropper E, which determine the ability to successfully 

decode the transmitted signal xS, are given by: 

𝛾𝐷
𝜁
=
𝑃𝑆𝛾𝑆𝐷

𝜁

𝑁0
, 

𝛾𝐸 =
𝑃𝑠𝛾𝑆𝐸

𝑁0
        (4) 

where 𝛾𝑆𝐷
𝜁
 and γSE represent the effective channel gains from S to D and from S to E, respectively. This

configuration allows the system to dynamically optimize its security by leveraging the SC or MRC 

technique at D to either maximize energy efficiency or signal strength, effectively countering the 

interception attempts by E and ensuring robust, secure communication. 

By substituting (1) into (3), we have: 

𝛾𝐷
𝜁
= 𝜘Ψ𝛾𝑆𝐷

𝜁
𝛾𝑃𝑁𝑆

𝛾𝐸 =  𝜘Ψ𝛾𝑆𝐸  𝛾𝑃𝑁𝑆 (5) 

where Ψ =
𝑃p

𝑁𝑜
 represents the ratio of transmit power from the power station to the noise power at the 

receiver, indicating the effectiveness of energy harvesting. The term 𝛾𝑃𝑁𝑆 =  ∑ |ℎ𝑃𝑛𝑆|
2𝑁

𝑛=1  signifies

the cumulative channel gain from all power stations to the source node S, reflecting the overall 

channel quality experienced by S. 

Considering all channels characterized by block Rayleigh fading, we can express the cumulative 

distribution function (CDF) and probability density function (PDF) for the squared amplitudes of the 

channel gains as follows: 

𝐹𝛾𝑆𝐸(𝑥) = 1 − exp(−𝜆𝑆𝐸𝑥) (6) 

𝑓𝛾𝑆𝐸(𝑥) =
𝜕𝐹𝛾𝑆𝐸

(𝑥)

𝜕𝑥
= 𝜆𝑆𝐸 exp(−𝜆𝑆𝐸𝑥)  (7) 

Here, λSE represents the mean of the exponential random variable γSE. In this context, it is important 

to note that similar definitions apply to other channel gains, including γSD and γPnS, reflecting the 

overall channel conditions across the network. 

To incorporate path loss into our model, we define the parameters as: 

𝜆𝑆𝐸 = (𝑑𝑆𝐸)
𝛽         (8) 

where dSE denotes the link distance between nodes S and E and β is the path loss exponent. 

3. PERFORMANCE ANALYSIS

3.1 Derivation of CDF for 𝜸𝑺𝑫
𝜻

 and 𝜸𝑷𝑵𝑺

In this sub-section, we undertake the derivation of the Cumulative Distribution Functions (CDFs) for 

the random variables 𝛾𝑆𝐷
𝜁

  and γPNS, as delineated in Equation (4). The determination of these CDFs is

critical for  evaluating  the performance  of  the  system,  particularly  in  terms  of  reliability  and  

security.  We will provide a comprehensive mathematical derivation of these CDFs to facilitate a 

deeper analysis of system performance. 

3.1.1 MRC Case 

In the MRC scenario, we calculate the PDF and CDF of 𝛾SD
MRC as well as the PDF for γPNS. The PDF

of 𝛾SD
MRC = ∑ |ℎ𝑆𝐷𝑚|

2𝑀
𝑚=1  can be expressed as follows [44]: 

𝑓𝛾SD
MRC =

(𝜆𝑆𝐷)
𝑀

(𝑀−1)!
𝑥𝑀−1exp (−𝜆𝑆𝐷𝑥)          (9) 

where λSD = λSDm, ∀m ∈ (1, 2, ..., M ) represents the mean of the random variable (RV) 𝛾SD
MRC.

Next, based on this PDF, the CDF of 𝛾SD
MRC can be derived as: 

𝐹𝛾SD
MRC(𝑥) = ∫ 𝑓𝛾SDMRC

(𝑡)𝑑𝑡 =
1

Γ(𝑀)
× 𝛾(𝑀, 𝜆𝑆𝐷𝑥)

𝑥

0
(10)
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where Γ(●) and γ (a, b) denote the Gamma function and the lower incomplete Gamma function, 

respectively. 

For the PDF of 𝛾𝑃𝑁𝑆 =  ∑ |ℎ𝑃𝑛𝑆|
2𝑁

𝑛=1 , we can express it as:

𝑓𝛾𝑃𝑁𝑆(𝑥) =
(𝜆𝑃𝑆)

𝑁

(𝑁−1)!
𝑥𝑁−1exp (−𝜆𝑃𝑆𝑥)                                                        (11)

where λPS = λPnS, ∀n ∈ (1, 2, ..., N) is the mean of the RV 𝛾PNS.

3.1.2 SC Case 

In this sub-section, we focus on deriving the PDF and CDF of 𝛾SD
SC = max

(|ℎ𝑆𝐷1|
2
, |ℎ𝑆𝐷2|

2
, … , |ℎ𝑆𝐷𝑀|

2
), which can be derived as follows [8]:

𝐹𝛾SD
SC(𝑥) = (1 − exp(−𝜆𝑆𝐷𝑥))

𝑀 = 1 +∑ (−1)𝑚(𝑀
𝑚
)exp (−𝑚𝜆𝑆𝐷𝑥)

𝑀
𝑚=1                        (12)

where λSD = λSDm, ∀m ∈ (1, 2, ..., M ) denotes the mean of the RV 𝛾SD
SC.

3.2 Secrecy Outage  Probability  (SOP) Analysis 

In the domain of physical layer security, considerable attention has been devoted to the capacity to 

transmit confidential messages at a positive rate—termed the secrecy rate—between a source and a 

legitimate destination, while ensuring that an eavesdropper remains uninformed. The successful 

transmission hinges on the condition that the source-destination channel exhibits superior performance 

compared to the source-eavesdropper channel. Notably, the secrecy rate improves as the disparity in 

channel strengths increases, allowing for more secure communications. 

The secrecy rate is mathematically expressed as [44]: 

Csec = max (CD − CE, 0) ,          (13) 

where CD = (1 − α) log2 (1 + 𝛾𝐷
𝜁
) is the achievable rate at the destination and CE = (1 − α) log2 (1+ 

γE) is the rate at the eavesdropper. Here, α represents the fraction of time allocated for secure 

transmission, while 𝛾𝐷
𝜁

and γE denote the signal-to-noise ratios (SNRs) at the destination and 

eavesdropper, respectively. 

Secrecy outage occurs when the secrecy capacity drops below a specified target secrecy rate, an event 

that poses significant challenges for secure communication. The Secrecy Outage Probability (SOP) is 

defined as: 

𝑆𝑂𝑃 = Pr(𝐶𝑠𝑒𝑐 < 𝐶𝑡ℎ) = Pr (
1+𝛾𝐷

𝜁

1+𝛾𝐸
< 𝛾𝑡ℎ)   (14) 

where Cth is the threshold secrecy rate and γth = 2
𝐶𝑡ℎ
1−𝛼 defines the critical boundary for secure 

transmission. This formulation underscores the relationship between channel conditions and the 

achievable secrecy rate, thus informing strategies for optimizing secure communication performance 

under varying operational scenarios. 

3.3 Exact Analytical Expression for Secrecy Outage Probability (SOP) 

3.3.1 SOP for MRC Case 

Substituting (4) into (13), we can assert: 

SOPMRC = Pr(
1 + 𝜅Ψ𝛾𝑆𝐷

𝑀𝑅𝐶𝛾𝑃𝑁𝑆

1 + 𝜅Ψ𝛾𝑆𝐸𝛾𝑃𝑁𝑆
< 𝛾𝑡ℎ) = Pr( 𝜅Ψ𝛾𝑆𝐷

𝑀𝑅𝐶𝛾𝑃𝑁𝑆 < 𝛾𝑡ℎ𝜅Ψ𝛾𝑆𝐸𝛾𝑃𝑁𝑆 + �̃�𝑡ℎ)

= ∫ Pr( 𝜅Ψ𝛾𝑆𝐷
𝑀𝑅𝐶𝑥 < 𝛾𝑡ℎ𝜅Ψ𝛾𝑆𝐸𝑥 + �̃�𝑡ℎ)⏟                      

Υ

+∞

0
.𝑓𝛾𝑃𝑁𝑆(𝑥)𝑑𝑥     (15) 

where �̃�𝑡ℎ = 𝛾𝑡ℎ − 1.

From (14), Υ can be computed as follows: 

Υ = Pr( 𝜅Ψ𝛾𝑆𝐷
𝑀𝑅𝐶𝛾𝑃𝑁𝑆 < 𝛾𝑡ℎ𝜅Ψ𝛾𝑆𝐸𝛾𝑃𝑁𝑆 + �̃�𝑡ℎ) = 1 − Pr( 𝛾𝑡ℎ𝜅Ψ𝛾𝑆𝐸𝑥 ≤ 𝜅Ψ𝛾𝑆𝐷

𝑀𝑅𝐶𝑥 − �̃�𝑡ℎ)
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= 1 −∫ 𝐹𝛾𝑆𝐸 (
𝑦

𝛾𝑡ℎ
−

�̃�𝑡ℎ
𝛾𝑡ℎ𝜅Ψ𝑥

)𝑓𝛾𝑆𝐷
𝑀𝑅𝐶(𝑦)𝑑𝑦

�̃�𝑡ℎ
𝜅Ψ𝑥

0

= 1 −∫ {1 − exp (−𝜆𝑆𝐸 [
𝑦

𝛾𝑡ℎ
−

�̃�𝑡ℎ
𝛾𝑡ℎ𝜅Ψ𝑥

])}

�̃�𝑡ℎ
𝜅Ψx

0

𝜆𝑆𝐷
𝑀

(𝑀 − 1)!
𝑦𝑀−1exp(−𝜆𝑆𝐷𝑦)𝑑𝑦

= 1 −
𝜆𝑆𝐷
𝑀

(𝑀−1)!
∫ 𝑦𝑀−1𝑒𝑥𝑝
�̃�𝑡ℎ
𝜅Ψ𝑥
0

(−𝜆𝑆𝐷𝑦)𝑑𝑦 +
𝜆𝑆𝐷
𝑀

(𝑀−1)!
exp (

𝜆𝑆𝐸�̃�𝑡ℎ

𝛾𝑡ℎ𝜅Ψ𝑥
) ∫ 𝑦𝑀−1exp (−𝑦[

𝜆𝑆𝐸

𝛾𝑡ℎ

�̃�𝑡ℎ
𝜅Ψ𝑥
0

+ 𝜆𝑆𝐷])𝑑𝑦  (16)

Using Equation (3.381.1) from [45], we derive: 

Υ = 1 −
𝛾(𝑀,

𝜆𝑆𝐷�̃�𝑡ℎ
𝜅Ψ𝑥

)

Γ(𝑀)
+ (

𝜆𝑆𝐸

𝛾𝑡ℎ𝜆𝑆𝐷
+ 1)

−𝑀
×
exp(

𝜆𝑆𝐸�̃�𝑡ℎ
𝛾𝑡ℎ𝜅Ψ𝑥

)

Γ(𝑀)
× 𝛾(𝑀,

�̃�𝑡ℎ

𝜅Ψ𝑥
[
𝜆𝑆𝐸

𝛾𝑡ℎ
+ 𝜆𝑆𝐷])                (17)

Finally, substituting (10) and (16) into (14) allows us to express: 

SOPMRC =
𝜆𝑃𝑆
𝑁

(𝑁−1)!
∫ Υ. 𝑥𝑁−1 exp(−𝜆𝑃𝑆𝑥) 𝑑𝑥.
+∞

0
(18) 

3.3.2 SOP for SC Case 

Following a similar approach as in Equation (14), we derive SOP for the SC scenario, denoted as 

SOPSC: 

SOPSC = ∫ Pr( 𝜅Ψ𝛾𝑆𝐷
𝑆𝐶𝑥 < 𝛾𝑡ℎ𝜅Ψ𝛾𝑆𝐸𝑥 + �̃�𝑡ℎ)⏟                      

Ξ

+∞

0
.𝑓𝛾𝑃𝑁𝑆(𝑥)𝑑𝑥  (19) 

In this formulation, Ξ is expressed in Equation (18) as: 

Ξ = ∫ 𝐹𝛾𝑆𝐷
𝑆𝐶(𝛾𝑡ℎ𝑦 +

�̃�𝑡ℎ

𝜅Ψ𝑥
) × 𝑓𝛾𝑆𝐸(𝑦)𝑑𝑦

+∞

0
     (20) 

By combining Equations (6) and (11), we can further expand Equation (19) as: 

Ξ = 1 + ∑ (−1)𝑚𝜆𝑆𝐸
𝑀
𝑚=1 (𝑀

𝑚
)exp (−

𝑚𝜆𝑆𝐷�̃�𝑡ℎ

𝜅Ψ𝑥
) ∫ exp(−𝑦[𝑚𝜆𝑆𝐷𝛾𝑡ℎ + 𝜆𝑆𝐸]) 𝑑𝑦 =

+∞

0

1 +∑ (
(−1)𝑚𝜆𝑆𝐸

𝑚𝜆𝑆𝐷𝛾𝑡ℎ+𝜆𝑆𝐸
)(𝑀
𝑚
)exp (−

𝑚𝜆𝑆𝐷�̃�𝑡ℎ

𝜅Ψ𝑥
)𝑀

𝑚=1 (21) 

where (𝑀
𝑚
) =

𝑀!

𝑚!(𝑀−𝑚)!
  as the combination of M items taken m at a time, M! is the factorial of M and 

m! is the factorial of m. 

Inserting Equation (20) into (18), the SOP for SC, SOPSC, can be computed as: 

SOPSC = 1 + ∑ (
(−1)𝑚𝜆𝑆𝐸

𝑚𝜆𝑆𝐷𝛾𝑡ℎ+𝜆𝑆𝐸
)
(𝜆𝑃𝑆)

𝑁

(𝑁−1)!
(𝑀
𝑚
) × ∫ 𝑥𝑁−1

+∞

0
exp (−

𝑚𝜆𝑆𝐷�̃�𝑡ℎ

𝜅Ψ𝑥
− 𝜆𝑃𝑆𝑥)𝑑𝑥

𝑀
𝑚=1 (22) 

Utilizing the integral identity (3.471.9) in [45], we obtain the final expression: 

SOPSC = 1 + 2∑ (
(−1)𝑚𝜆𝑆𝐸

𝑚𝜆𝑆𝐷𝛾𝑡ℎ+𝜆𝑆𝐸
)

1

(𝑁−1)!
(𝑀
𝑚
) × (−

𝑚𝜆𝑆𝐷𝜆𝑃𝑆�̃�𝑡ℎ

𝜅Ψ
)

𝑁

2𝑀
𝑚=1 𝐾𝑁(2√

𝑚𝜆𝑆𝐷�̃�𝑡ℎ

𝜅Ψ𝜆𝑃𝑆
)            (23) 

where Kv(·) represents the modified Bessel function of the second kind and v order. 

4. PERFORMANCE EVALUATION THROUGH SIMULATION

In the context of modern wireless communication systems, performance evaluation through 

simulations is essential for validating theoretical models and ensuring practical applicability. This 

section presents a comprehensive analysis of the performance of the proposed system through 

simulations, focusing on various parameters, including Signal-to-Noise Ratio (SNR), energy-

harvesting efficiency and the impact of different combining techniques, such as MRC and SC. Monte 

Carlo simulations, implemented using MATLAB, were employed to generate the results, providing an 

accurate representation of the system’s behavior under various scenarios. The simulation parameters 

used for generating Figures 2 to 5 are detailed in Table 3, ensuring reproducibility and transparency of 

the presented results. By varying these parameters, we gain valuable insights into the Secrecy Outage 

Probability (SOP) and how it is influenced by the interplay of these factors. The results obtained from 
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the simulations provide a deeper understanding of the trade-offs involved in enhancing security and 

reliability in wireless communication systems. Following the simulations, we discuss the implications 

of the observed results, as illustrated in the figures, to highlight the effectiveness of our approach in 

mitigating eavesdropping risks. 

Figure 2 presents SOP as a function of the Signal-to-Noise Ratio denoted by Ψ across different 

combining techniques: MRC and SC. The results indicate that MRC consistently outperforms SC, 

achieving lower SOP values across the entire range of Ψ. Notably, as Ψ increases, SOP decreases for 

both techniques, with MRC demonstrating a more significant reduction. For instance, at Ψ = 5 dB, 

MRC yields an SOP of approximately 0.0884, compared to SC’s 0.2512. Additionally, the asymptotic 

behavior of the SOP reveals that MRC stabilizes at 0.0871, while SC converges to 0.2468 as SNR 

approaches infinity. The close alignment between simulation and analytical results underscores the 

reliability of the mathematical analysis. These findings highlight the enhanced security and reliability 

of MRC in mitigating eavesdropping risks in secure wireless communication systems. 

Table 3. Simulation parameter settings for performance analysis in Figures 2–5. 

Para. Description Figure 2 Figure 3 Figure 4 Figure 5 

λSD 
Average channel gain for 
Source-Destination 

1 1 1 1 

λPS 
Average channel gain for 
Power Station 

1 1 1 1 

λSE 
Average channel gain for 
Source-Eavesdropper 

1 1 1 1 

Cth Secrecy capacity threshold 0.1 0.1 [0.1,0.2] 0.1 

Ψ (dB) Signal-to-Noise Ratio in dB [−20 : 30] 5 5 5 

M 
Number of diversity branches in 
MRC/SC 

4 [1 : 7] 4 4 

N Number of relay nodes 4 [2, 4] 2 2 

η Energy-harvesting efficiency 0.6 0.6 [0 : 1] 0.6 

α Power-splitting ratio 0.6 0.6 0.6 [0.1 : 0.9] 

loop 
Number of Monte Carlo 
simulation iterations 105 105 105 105

Figure 3 illustrates SOP for MRC  and SC techniques,  considering two  distinct scenarios:  N = 2 and  

N = 4 power beacons. The results highlight the significant impact of the number of antennas at the 

destination (M) on SOP performance, with higher values of M leading to improved secrecy 

performance across both combining techniques. The simulation results (denoted by markers) are in 

close agreement with the analytical models (solid lines), validating the accuracy of the derived 

expressions. Notably, the SOP decreases as the number of antennas increases, demonstrating the 

effectiveness of antenna diversity in enhancing security. Additionally, the comparison between MRC 

and SC shows that MRC consistently outperforms SC in terms of secrecy outage, especially when the 

number of antennas is large. These findings underscore the importance of antenna selection in 

optimizing secure communication performance in practical wireless networks, particularly in energy-

constrained environments. 

Figure 4 illustrates SOP as a function of the energy-harvesting factor η for both MRC and SC 

schemes, considering two different threshold capacities Cth = 0.1 and Cth = 0.2. As η increases, a 

significant reduction in SOP is observed, which indicates an improvement in the system’s security 

performance due to more efficient energy harvesting. This behavior is attributed to the fact that higher 

η values provide more available energy for secure communication, thereby lowering the probability of 

secrecy outage. However, after reaching a certain threshold of η, the SOP curve begins to level off, 

signifying that further increases in energy harvesting yield marginal benefits. This phenomenon can be 

explained by the fact that once the energy harvested exceeds the minimal requirement for reliable 

transmission, additional energy does not substantially affect the SOP, leading to a saturation effect. 

In terms of combining techniques, the MRC approach consistently outperforms SC, as shown by its 
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lower SOP values across all scenarios. This is expected, given that MRC utilizes all available signal 

paths to maximize the received signal strength, leading to a more reliable secure transmission 

compared to SC, which only selects the best available path. Furthermore, the results demonstrate that a 

higher threshold capacity Cth results in an increased SOP, implying that as the required transmission 

rate (or secrecy rate) becomes more stringent, the system becomes more vulnerable to secrecy outages. 

This trade-off underscores the importance of balancing the energy-harvesting capabilities with the 

required secrecy performance in practical wireless communication systems. These findings provide 

valuable insights into optimizing energy-harvesting techniques and combining strategies for secure 

and efficient communication. 

Figure 2. Secrecy outage probability as a function         Figure 3. Secrecy outage probability (SOP) vs. 

    of the signal-to-noise ratio denoted by Ψ for             number of antennas at the destination (M) for 

 MRC and SC.                                               different scenarios of MRC and SC. 

Figure 4. Impact of η and Cth on secrecy outage probability (SOP) for various MRC and SC 

configurations. 
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Figure 5. Effect of time switching factor (α) on secrecy outage probability for MRC and SC. 

Figure 5 illustrates the impact of the time switching factor (α) on secrecy outage probability (SOP) for 

both MRC and SC schemes. As observed, increasing α from 0.1 results in a decrease in SOP, 

indicating improved system performance. This is due to the increased time available for energy 

harvesting at the source node (S), allowing more energy to be used for transmitting information to the 

destination node (D). However, when α exceeds a threshold of approximately 0.7, SOP begins to rise. 

This can be attributed to the fact that as α increases, more time is devoted to energy harvesting, leaving 

less time for signal transmission, which reduces the achievable rate at the destination node (D) and 

thus increases the probability of secrecy outage. This demonstrates the trade-off between energy 

harvesting and communication efficiency in energy-constrained systems. 

5. CONCLUSION

In this paper, we analyzed the performance of a secure wireless communication system that integrates 

Physical Layer Security (PLS) and Energy Harvesting (EH) under various system configurations. We 

considered a cooperative communication model where a source node transmits data to a destination 

node, equipped with multiple antennas, while harvesting energy from beacon nodes in the presence of 

an eavesdropper. The analytical expressions for the Secrecy Outage Probability (SOP) were derived, 

incorporating key parameters such as the Signal-to-Noise Ratio (SNR), energy-harvesting efficiency 

(η), the number of interference nodes (M), the number of beacon nodes (N) and the time-switching 

factor (α). 

Monte Carlo simulations were employed to assess the impact of these parameters on SOP. The results 

indicate that increasing η and Ψ enhances SOP performance by improving both the system’s energy-

harvesting efficiency and the quality of the received signals. The time-switching factor α plays a 

crucial role in balancing energy harvesting and data transmission: higher values of α prioritize energy 

harvesting, which may reduce the time available for data transmission, leading to increased SOP when 

α exceeds a certain threshold. Furthermore, an increase in the number of antennas at the destination 

node and the number of beacon nodes N contributes to a reduction in SOP, thereby improving both 

signal diversity and energy availability. In contrast, a higher number of interference nodes M tends to 

increase SOP, emphasizing the trade-offs in secure communication system design. 

The theoretical results derived in this work were validated through simulations, demonstrating the 

accuracy and robustness of the proposed analytical models. These findings underscore the potential of 

combining EH and PLS to enhance both security and efficiency in wireless communication networks. 

Future work could explore adaptive time-switching strategies, multi-relay configurations and 

alternative energy-allocation methods to optimize system performance and security in dynamic 

environments. Adaptive time-switching techniques could be implemented to dynamically adjust the 

time allocation between energy harvesting and transmission, based on real-time environmental 

conditions, improving energy efficiency and communication reliability. Multi-relay configurations, 

leveraging energy-harvesting relays, could increase system reliability and coverage, especially in 

challenging environments with limited direct links. Additionally, the techniques presented in [46] and 
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[47], which apply convolutional neural networks (CNNs) for surface-defect detection, could 

potentially enhance the current system by introducing advanced machine-learning models to improve 

decision-making processes and system efficiency in wireless communication security. Emerging 

technologies, like 6G networks and machine learning offer significant potential to complement and 

further enhance the proposed system, especially in complex, real-world scenarios with unpredictable 

conditions. 
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ملخص البحث:

ل   ددددددً ل   دددددد ل دددددد  ل ل  دددددد   ل  الودددددداملاتّصاددددددلليةددددددًالاته ددددددً     ددددددًقلات اقهددددددً لات    ً  ددددددللأتقددددددذه 

(PLSلوح ل)دددددددد ددددددددEH)ًدلات هًاددددددددلل   ل دددددددد ل   ددددددددا ل ل(لتتحسدددددددد  لسدددددددد ه  ره للاتا ًيددددددددً لوا ددددددددتذا للات ه

ددددددددملات هةددددددددًالات قتددددددددر لت   دددددددد لات هسدددددددد لاتق ددددددددّ ل) (لSC(لوت   دددددددد لا يتقددددددددً ل)MRCو ّظه

ات هاقددددددً للّا  ددددددً بل ًاتاًصوددددددًل ر قددددددلل ات ددددددرفل ية ددددددللأ ددددددًق ل(ل تعددددددذهدفلات Dتعقُددددددذفلات ددددددذ ل)

ل ًدلات هًال  ً  للات  غَّ لل حات   

ل دددددت هلت دددددغ   ًل  ًادددددا ددددد للو رت ددددد لات هةدددددًال ددددد لي ّ  ددددد  ل دددددذ ص  ل  دددددردلح دددددًدُلاُقدددددذفل     وًل ددددد لل 

لادُددددذ ل دددددً   ف ل ّزَّل ح ه ل تعدددددذَّلادددددللتّز عدددددً لح لص  بلق لاختدددددرادفلات ّا  دددددً بلواُقدددددذفل ه  هدددددً بلواُقدددددذفلودددددذ  

اُقدددددذفلات  دددددذصلتت دددددًو لضددددد  ل دددددذ لا ته دددددًو لو ع ددددد ل روتّسدددددّولتادددددذ  لز  ددددد لا ددددد ل عددددد ل

ددددددمل دددددد  لح ددددددًدلات هًاددددددللوات هقدددددد لا  دددددد لت ا ًيددددددً  لوتتحسدددددد  ل  ددددددّدفلاوأددددددًصفلوأ ًي ددددددًبلتّظه 

اقددددددذفلات ددددددذ لتق  ددددددً لت   دددددد لات هسدددددد لاتق ددددددّ لوت   دددددد لا يتقددددددً لت ته   ددددددمل دددددد ل  ددددددً رل

ا ض حلاولوا ختراق 

ددددد ددددد لي دددددره للت ّ   لأخدددددر بليقدددددذهالت ددددد  لا لدا قدددددً ل حت ًت دددددللخدددددرو لاتسه ل حت ًت دددددللًح دددددل  ددددد ه ملات  ه

ل  ت  دددددللت  هةدددددًا لوادددددذل دددددر لاتتهحقمددددد ل ددددد لات ه دددددّ  ل ددددد ل تسدددددرم لات ع ّ دددددً لتحدددددةلت ددددد  لا  

لخددددددلاول حًسددددددًفل ددددددّيت لسددددددًصتّبلوظاددددددً لداهددددددللاتتهح دددددد لا لات هةر ددددددل لوتُ قدددددد ليتددددددً  لات حًسددددددًف ل

لا دددددد لات ددددددّ   را لا  ً دددددد لل) عًت دددددددللح  ددددددًدلات هًاددددددلبلولاتتهادددددددذ  لات ه  دددددد بلولادددددددذدل تغ هددددددداتضه

دددددددره لل لوادُددددددذ صت ً(لا ددددددد لاحت ًت دددددددللخدددددددرو لاتسه ات ّا  دددددددً بلولادددددددذدلاتعقُدددددددذلاتعً  دددددددللس  دددددددًصا  

(SOPدددددد ل  دددددد   لل   ددددددلل(بل قددددددذه    ل دددددداتقلتح دددددد لا لا  قددددددً ل     لتحسدددددد  لأدا لأية ددددددللاته ددددددًو 

دا لات هةدددددًالا دددددذليسددددد ل أدددددًصف لألتقلادددددذه   ًلتح ددددد لا لتّ دددددم لو ا ل عًت دددددلل ددددد لح ددددد لات هًادددددل لسدددددا

ل ت لض   لاًت ل 
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ABSTRACT 

The rapid advancements in digital imaging technologies, including image restoration (IR), have created a 

growing demand for effective image-restoration techniques. Various kinds of degradation, including noise, blur 

and low resolution, should be handled with these techniques. Restoration is important in many applications, 

including medical imaging, surveillance, photography and remote sensing, where image quality will be critical 

to the correctness of analysis and decision. This article provides an all-inclusive review of state-of-the-art 

(SOTA) methods in image restoration, covering traditional methods as well as modern techniques like deep 

learning (DL) and transformer-based models. Traditional image-restoration techniques include deblurring, 

denoising and super-resolution based on mathematical models and handcrafted algorithms. These methods were 

indeed effective for certain types of noise or blur, but generalized poorly to various real-world scenarios. Recent 

advances in machine learning (ML), especially DL using convolutional neural networks (CNNs), have made 

data-driven approaches that learn directly from large datasets much more effective. Recently, transformer-based 

models, such as Vision Transformers and Swin Transformers, have shown the ability to capture global 

dependencies in images, leading to superior performance on complex restoration tasks. It is also to mention the 

challenge of generalization across the type of degradation, say mixed noise or blur, and across different 

datasets. The proposed survey indicates the limitations of existing approaches, including computational cost and 

generalization challenges and offers insights into possible directions for future research. Considering these 

challenges and achievements, this article attempts to provide helpful guidance on methods for future research on 

restoring images. 

KEYWORDS 

Image restoration, Deep learning, Transformer-based architectures, Noise reduction, Cross-domain models. 

1. INTRODUCTION

Image restoration, which aims to preserve high-quality images from deteriorating or damaged ones, 

has gained increased attention in modern multimedia-driven society due to the growing usage of 

digital photos. Degradations such as noise and blur can significantly affect image quality, affecting 

everything from everyday photography to medical imaging. Because it preserves details and improves 

visual clarity—two things that are often required for jobs involving image analysis, image restoration 

is therefore an important field of research in computer vision and image processing. The challenge of 

addressing various forms of degeneration has led academics to explore innovative methods for 

accurate and efficient image restoration. 

Traditional approaches to image deblurring, denoising and super-resolution focused on specially 

designed algorithms that introduced regularization and filtering techniques to attempt to make use of 

mathematical models in recovering lost information. Such approaches proved to be very effective for 

some classes of noise or blur, but fared rather poorly at generalizing to other classes of degradation 

and sometimes produced sub-optimal results when applied directly to real-world problems. Thus, the 

entire domain has undergone major changes with recent developments in the fields of ML and DL, 

where a model becomes capable of learning from data rather than from rules. 

The recent resurgence of interest in image restoration is due to architectures that have been designed 

primarily within the context of natural-language processing, particularly those built on the 

Transformer model. Here, among heroes, Swin Transformers and Vision Transformers, or ViTs, have 

proven to capture long-range dependencies and accurately model global interactions within images 

and return much detail lost in more traditional approaches for restoring images. So, mainly, wide pre-

training on megascale data provides those Transformer-based models with a rather strong sense of 
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both global and local features. So, this kind of model proves to be extremely efficient in many 

restoration tasks, from video- and image-compression enhancement to the repair of damaged medical 

images. For this reason, Swin Transformers and ViTs are now the main representatives of modern 

image restoration. It is here that success lies-largest capacity for recovering the finest detail and 

significantly raising the quality of degraded images. 

In recent years, multiple ML techniques are implemented to solve complicated tasks in image 

restoration and related problems. Those methods consist mainly of traditional machine learning, deep 

learning-based methods and more advanced models that include Transformers and GAN-based 

approaches. Each technique presents advantages and limitations and offers a specific solution for 

challenges. Table 1 summarizes these diverse methodologies, highlighting some important studies 

related to each approach. This general summary serves as a foundation for the development of 

techniques in machine learning and offers some insight into just how each approach uniquely 

contributes to image restoration. Notably, traditional methods continue to dominate baseline 

comparisons, but DL, Transformer and diffusion-based models are beginning to take the field, because 

they pose SOTA performance on complex restoration tasks. 

Table 1. Summary of machine-learning approaches and related studies. 

Machine-learning Approach Related Studies 

Traditional Machine-learning Approaches [1],[2],[3],[4] 

DL-based Approaches [5],[6],[7],[8],[9],[10],[11],[12],[13],[14] 

Transformer-based Models [15],[16],[17],[18],[19] 

Multitask and Meta-learning Approaches [20],[21] 

GAN-based Approaches [22],[23] 

Diffusion-based Models [11],[24],[25],[26],[27],[28],[29] 

Hybrid Models [9],[30] 

Domain-specific Approaches [31],[32],[33],[34],[35],[36],[37],[38] 

Despite the remarkable progress made so far, the research in image restoration remains a burdensome 

task with several difficulties. Those include a significant reduction in the computational cost of 

restoring methods for real-time applications, handling multiple degradations together and boosting the 

generality of models across different domains. Lack of high-quality annotated datasets for specific 

domains, such as medical images and setting up cross-domain restoration models are vital today. This 

work considers the techniques developed for image restoration, focusing on deep-learning strategies, 

traditional methods and more recent transformer-based models. At the same time, we pass through the 

main datasets that are generally utilized alongside performance indicators and challenges that 

characterize the state of image restoration research today and point out possible lines for further 

research. 

1.1 Comprehensive Comparison between Existing Survey Papers 

In the field of image restoration, numerous survey articles have been published, each providing unique 

insights into various algorithms, methodologies and applications. However, these surveys differ in 

focus, evaluation criteria and comprehensiveness. Table 2 provides a comparative summary of 

prominent survey articles, which outline their respective strengths and limitations. This comparison 

enables a clearer understanding of the existing literature, helping to identify common approaches, as 

well as gaps in coverage that may benefit from further research. By examining the merits and 

demerits, this review aims to position our study in the context of existing work and to highlight areas 

where our approach may offer additional insights. 

Table 2. Comparison of paper with existing surveys. 

Review Paper Objective Merits Demerits 

[39], 2021 To explore the application of 
DL methods in SAR image 
restoration. 

Offers a detailed analysis of 
SAR-specific restoration 
challenges with deep learning. 

Limited to SAR images, not 
generalizable to other image 
modalities. 
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Continuation of Table 2 

Review Paper Objective Merits Demerits 

[40], 2021 To review GAN-based methods 
for image reconstruction in 
medical imaging. 

Explores the successful use of 
GANs in improving medical- 
imaging quality and accuracy. 

Primarily focuses on medical 
imaging, limiting its 
applicability to other fields. 

   [41], 2022  To explore DL and smart 
technologies for image super-
resolution. 

Provides a critical analysis of 
recent advancements in super-
resolution techniques. 

Focuses primarily on super-
resolution, lacks coverage of 
other restoration techniques. 

   [42], 2022 To review DL approaches for 
demoiring screen-shot images. 

Focuses on a niche issue in image 
restoration, providing 
specialized solutions. 

Limited to demoiring 
applications, lacks broader 
applicability to other 
restoration tasks. 

  [43], 2022 To review various image- 
restoration methods for 
different image types. 

Provides a broad review of 
restoration methods across 
diverse image types and 
applications. 

Lacks depth in any specific 
domain due to its broad 
scope. 

 [44], 2023 Surveys diffusion models for 
image restoration and 
enhancement, analyzing their 
advantages, challenges and 
recent improvements. 

Provides a structured taxonomy 
of diffusion models and their 
applications in denoising, 
super- resolution and 
deblurring. 

Diffusion models often 
require high computational 
resources, which is not 
thoroughly discussed in terms 
of practical deployment. 

 [45], 2023 To review various IR methods 
designed to handle salt and 
pepper noise. 

Provides an extensive survey of 
both linear and non-linear 
filtering techniques to restore 
ground- truth images. 

Primarily focuses on salt and 
pepper noise, limiting its 
generalizability to other types 
of image degradation. 

 [46], 2023 To compare GAN-based 
approaches for image 
deblurring. 

Offers a comparative analysis of 
multiple GAN- based methods 
for deblurring. 

Limited to GAN-based 
approaches, excluding other 
potential techniques. 

 [47], 2023 To review DL-based techniques 
for image restoration in real-
world settings. 

Provides a comprehensive 
analysis of different DL 
techniques for image 
restoration.

Does not focus on specific 
restoration domains, making it 
broad in scope. 

 [48], 2023 To   review    underwater 
image-restoration techniques. 

Addresses specific challenges 
of underwater imaging and 
offers solutions for image 
restoration.

Limited to underwater optical 
imaging, lacks generalization 
to other image types. 

 [49], 2023 To review quality assessment 
algorithms for realistic blurred 
images. 

Provides insights into quality 
assessment for blurred images 
using a comprehensive 
database. 

Limited to quality 
assessment, lacking 
exploration of actual image 
restoration techniques. 

 [50], 2025 To analyze and compare 
machine learning-based 
techniques for improving image 
quality. 

Offers a broad comparison of 
machine-learning models, 
highlighting their strengths and 
applications in image 
enhancement. 

Lacks in-depth discussion on 
DL-based approaches,
focusing more on traditional 
ML techniques. 

 [51], 2024 To develop and analyze a 
GAN-based image-restoration 
algorithm for engineering 
applications. 

Highlights the potential of 
GANs in reconstructing and 
restoring images with high 
precision in engineering 
contexts. 

Focuses on engineering 
applications, with limited 
exploration of general- 
purpose image-restoration 
techniques. 

 [52], 2024 To analyze deep-learning 
techniques applied to image 
denoising. 

Provides an in-depth review of 
SOTA methods in denoising 
using deep learning. 

Primarily focuses on 
denoising, with limited 
exploration of other 
restoration tasks. 

 [53], 2024 To report on the NTIRE 2024 
challenge focused on bracketing 
image restoration. 

Highlights the latest 
advancements from the NTIRE 
challenge with benchmark 
results. 

Results are constrained to the 
challenge datasets, limiting 
real-world applicability. 

Proposed Survey To offer an overview of image 
restoration methods with a 
focus on recent advancements. 

Provides a comprehensive 
analysis of image restoration 
techniques, including GAN, 
hybrid, DL and transformer-
based methods, …etc. 
Additionally, it presents key 
metrics such as inference time, 
PSNR and SSIM, enabling 
detailed evaluation of each 
method’s efficacy. 
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1.2 Performance Comparison of Image-restoration and denoising Techniques 

Table 3 presents a comparative evaluation of the effectiveness of various denoising and IR methods. 

DnCNN easily handles both known and unknown noise levels while achieving good PSNR in a range 

of denoising applications. As noise-reduction settings are changed, the efficacy of Wiener filtering 

improves, offering a balanced approach to both noise reduction and feature retention. An extremely 

useful technique for minimizing noise and preserving significant image edges is total variation 

regularization. QTP loss improves perceptual quality by addressing problems, such as inadequate 

augmentation and misleading color. The Three-stage CNN exhibits remarkable performance in color- 

image restoration, especially in denoising and demosaicking. Finally, VCRNet is a strong candidate 

for real-world settings, since it effectively resolves no-reference image-quality assessment (NR-IQA) 

tasks, retrieving images even in the absence of reference data. Depending on the particular needs of 

image-restoration activities, these approaches provide a variety of possibilities. 

Table 3. Performance comparison of image-restoration and denoising techniques. 

Model/Technique Accuracy/Performance 

Deep Neural Networks (DnCNNs) High PSNR results across various tasks; specific improvements noted in denoising. 

Wiener Filtering Performance improves with better noise reduction; often provides a good balance. 

Total Variation Regularization Effective in reducing noise while preserving image edges. 

Quality-Task-Perception (QTP) Loss Enhanced perceptual quality for images during restoration. 

Three-stage CNN Effectively restores color images with high performance in various tasks. 

Visual Compensation Network 

(VCRNet) 

Efficiently handles NR-IQA tasks, showing significant promise in restoring images. 

2. LITERATURE SURVEY

This section explores the various algorithms used in Image Restoration. Figure 1 depicts a taxonomy   

of image restoration that divides the methods into several categories of model-based approaches. The 

systematic classification above indicates an overview of methods proposed to address various 

problems associated with image restoration, from diffusion-based models, GANs, transformer-based 

models, deep-learning techniques, hybrid approaches, multi-task/meta-learning approaches, to 

conventional machine learning-based models. Each category has several methods proposed to address 

a specific type of vision impairment. 

2.1 Traditional Machine Learning-based Approaches 

Traditional machine-learning techniques have played a very crucial role in image restoration. They 

were applied to various restoration tasks under conditions, like diffraction effects and limited 

visibility. The techniques use mathematical models and feature-driven approaches to solve the 

problem of image degradation, where the model’s understanding of local image properties and image 

production is essential. Although these approaches were significant advances in particular domains, 

they were also inherently limited as techniques based on rigid priors and handcrafted features. These 

models were much less flexible than the subsequently developed DL-based techniques, because they 

frequently required intense fine-tuning to work generically over many applications. However, they 

formed a strong basis for adaptive previous use and image formation that went into the formulation of 

modern image-restoration frameworks. A comparison of various traditional image-restoration 

methods, highlighting their key characteristics and performance, is presented in Table 4. 

Generalized Image Formation Model (GIFM) is a framework in computer vision and image processing 

that describes the process of capturing and reconstructing images. It generalizes the traditional image-

formation models, thus enabling a broader range of applications and accommodating various imaging 

modalities. Liang et al. [1] objective was to rebuild images shot in low-visibility conditions using the 

GIFM. Using a machine learning-based approach, this tactic integrated domain information relevant to 

creating images in challenging conditions, such as fog and dim illumination. The recommended 

method worked well on datasets with poor visibility, successfully enhancing image clarity. However, 

its applicability to a greater range of vision problems was restricted by its inability to adapt to 

significant variations in lighting conditions. 
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Figure 1. Taxonomy diagram for image restoration. 

Local Adaptive Prior-based Image Restoration (LAPIR) is a technique in image processing that deals 

with the process of recovering or enhancing images by using prior knowledge about the content of the 

image, particularly in areas degraded or noisy. Jiang et al. [2] introduced a LAPIR technique 

specifically tailored for space diffraction imaging systems. Using priors that adapt to the specifics of 

the diffraction process, the technique effectively reduced noise and enhanced the restoration of 

features in diffraction-distorted images. This technique, which focused on the distinctive properties of 

space diffraction, significantly improved image quality and was particularly helpful in fields where 

effects of diffraction are frequent, such as astronomy and remote sensing. The algorithm fared better 

than traditional methods in a number of instances when it came to recovering structural information. 

Its use in fixing other image issues, such as motion blur or general low-light photography, was 

constrained by its difficulty in generalizing beyond its original application due to its uniqueness to 

spatial diffraction. 

Yang et al. [3] formalized a generic Image Restoration framework for Visual Recognition (IRVR) 

designed to facilitate holistic semantic recovery across various high-level tasks in image restoration. 

To improve generalization, they maximized semantic recovery during the training of IR models and 

used image regression as an additional regularization term. For compatibility with any potentially 

unseen recognition models, they adjusted the gradient of the primary objective with the regularization 

gradient. The IRVR was recognition-agnostic and integrated as a plug-and-play module into existing 

IR techniques without adding computational cost at inference time. Through extensive experiments, 

Yang et al. [3] demonstrated IRVR’s effectiveness and its strong generalization across different 

downstream high-level tasks. This precise recovery of intrinsic semantic details proved critical for 

advanced machine analysis, ensuring integrity and authenticity in multi-media content. 
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Recent breakthroughs in the restoration of aged photos have improved greatly by generative networks, 

while the restoration quality still remains heavily affected by the latent space properties, which 

captures the necessary semantic information essential for successful recovery. To resolve this problem, 

Chen et al. [4] developed a new generative network that uses hyperbolic embeddings to regenerate old 

photos affected by multiple degradations. For further improving hierarchical representational 

capability, the intermediate hyperbolic features were processed with channel mixing and group 

convolutions. Furthermore, an attention-based aggregation mechanism in hyperbolic space was 

employed; this enabled the latent vectors to capture important semantic factors that contribute to 

higher-quality restoration. A diversity loss function was also defined for steering each latent vector 

toward the disentangling of semantically different aspects. Extensive experiments showed that this 

method outperforms existing restoration techniques with visually pleasing results even for complex 

degradations. 

Table 4. Comparison of traditional image-restoration methods. 

Study Methods/ Algorithms 
Used 

Dataset Used Accuracy/ 
Performance 

Limitations 

[1], 2022 Generalized Image 
Formation Model 

Poor-visibility 
datasets 

PSNR: 17.198, 

SSIM: 0.565, 

CIEDE: 14.402 

Struggles with extreme lighting 
variations 

[2], 2023 Local Adaptive Priors Space-diffraction 
datasets 

SSIM: 0.8503, 

VIF:  0.6425, 

SNR: 22.9858 

Limited generalization to other imaging 
systems 

[3], 2024 Dynamic Gradient 
Calibration, Intrinsic 
Semantic Consistency 
Constraint, Ground-truth 
Augmentation Strategy 

CUB DATASET PSNR: 29.94, 

SSIM: 0.8892 

Limited testing on real-time 
applications, requires more exploration 
for model robustness in dynamic 
conditions 

[4], 2024 Hyperbolic Feature 
Transformation, Group-
wise Feature 
Aggregation 

TJU-OPR, FFHQ 
[54] 

PSNR: 23.64, 

SSIM: 0.8206, 

LPIPS: 0.25, 

FID: 13.175 

Sensitive to latent space selection, which 
affects stability in complex images; 
computational complexity due to 
hyperbolic transformations, challenging 
for large-scale or real- time applications 

2.2 Deep Learning-based Approaches 

Deep-learning methods have revolutionized photo restoration by utilizing the capacity of neural 

networks to automatically recognize complex relationships and patterns in images. DL models can 

extract hierarchical representations from unprocessed image data, allowing for more complex and 

efficient restoration solutions than traditional machine-learning models that depend on manually 

created features. Deep learning is particularly well-suited to image-restoration applications, because 

CNNs efficiently maintain spatial information throughout feature-extraction layers. Table 5 presents a 

comparison of DL-based IR methods, outlining their key features and effectiveness. These techniques 

have greatly improved image restoration by removing the need for manually constructed features and 

allowing models to learn directly from data. Despite challenges with computational resources and data 

requirements, deep learning-based methods continue to advance, adopting innovations that increase 

their accuracy and adaptability across a variety of image-restoration applications. The generalized 

deep-learning architecture, depicted in Figure 2, highlights the key components and workflow of a 

typical neural-network model. 

Figure 2. Overview of a generalized deep-learning framework. 
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Block-attentive subpixel-prediction networks (BASPNs) represent a neural-network architecture used 

for high-resolution image generation tasks and also in terms of performance, a high level of 

improvement for the case of sub-pixel image prediction. This network architecture is applied in the 

related applications, such as: image super-resolution, enhancement, or video-frame prediction. In place 

of full-resolution images, this paper introduced a novel family of networks known as Subpixel 

Prediction Networks (SPNs), which predict reshaped and spatially down-sampled block-wise tensors. 

This novel method significantly increased network speed by reducing the impact of spatial 

downsampling on restoration performance. Kim et al. [5] included a unique Subpixel Block Attention 

module which reduced discontinuities between blocks by recalibration of block-wise characteristics in 

order to further improve performance. Experimental results showed that these networks successfully 

matched computational efficiency and restoration quality in three important image restoration tasks: 

image augmentation, color-image denoising and image-compression artifact removal. This study 

demonstrated how SPNs can improve image-restoration procedures’ speed and effectiveness. 

Deep Residual Encoder-Decoder (RED) is a neural-network architecture for IR tasks, particularly 

deblurring, inpainting and denoising. It combines the deep-learning approach with the residual-

learning technique to boost performance in recovering images from distorted or low-quality inputs. 

The Deep Unfolding Network (DUN) developed an effective framework for image restoration by 

combining a regularization module with a data-fitting module. In classic DUN models, which often 

used a DCNN for regularization, data fitting was done prior to regularization at each stage. The 

regularization module was positioned before the data-fitting module in the enhanced DUN that the 

authors of this study deployed. The Regularization by Denoising (RED) method served as the 

foundation for this regularization model, which included a recently developed DCNN. For the data-

fitting part, Kong et al. [6] employed a closed- form method based on the Faster Fourier Transform 

(FFT). Among the many advantages of the proposed DRED-DUN model were its capacity to integrate 

the interpretability of RED with the adaptability of discovered image-adaptive regularization; its full 

end-to-end trainability, which allowed for cooperative regularization-network optimization with extra 

parameters; and its superior performance compared to both model-based and learning-based methods, 

as evidenced by higher PSNR values and better visual quality. Notably, this approach performed better 

than cut CNN-based Reconstruction, which refers to the use of CNNs for the task of reconstructing 

images or signals from incomplete or degraded data. Perdios et al. [7] allowed full-view frame capture 

at rates more than 1 kHz, ultrafast ultrasound (US) which has greatly improved biomedical imaging 

and paved the way for novel methods, such as shear-wave elastography. However, diffraction artifacts 

from sidelobes and grating lobes provide difficulties. Frame rates are decreased by the need for several 

acquisitions for sufficient image quality in traditional methods. A two-step image-reconstruction 

technique based on CNNs was developed for real-time imaging in order to address this issue. This 

method uses a residual CNN trained to eliminate diffraction artifacts to perform a high-quality 

restoration after beginning with a poor-quality estimation from a back-projection-based operation. The 

mean signed logarithmic absolute error was established as the training loss function to address the high 

dynamic range of radio frequency US images. Tests using a linear transducer array showed that this 

technique could achieve a dynamic range of more than 60 dB and rebuild images taken from single 

plane-wave acquisitions with quality on par with the best artificial aperture imaging. 

Based on the free-energy principle, no-reference image-quality assessment techniques have attracted 

much attention and applied GANs recently. As a result, they achieve more accuracy in quality 

prediction than the former methods. However, most of the GAN-based methods can barely recover 

very poor-quality images, resulting in the broken relationship of distorted images and restored images 

between their quality reconstruction. To solve this problem, Pan et al. [8] proposed a VCRNet based 

on the non-adversarial model for better compensation of heavily distorted images. The innovations in 

this model would be a visual compensation module, an optimized asymmetric residual block and a 

mixed loss function based on error maps. All these further enhance the restoration capacity of the 

visual restoration network (VRN) by better handling the visual restorations. VCRNet further enhances 

the ability to accurately estimate the qualities of severely degraded images with multi-level restoration 

features coming from the VRN. Performing SOTA in all seven widely used IQA databases 

demonstrates the effectiveness of the proposed VCRNet for image-quality assessment. 

These are concepts that have been used for various applications in machine learning, image processing 

and computer vision, including representation learning, denoising and image reconstruction. Deep 
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priors are neural networks that serve as implicit priors in generative modeling. Low-rank tensor 

factorization is a mathematical method to decompose an array (tensor) that exists in multi-dimensional 

form into the sum of lower-dimensional tensors. This is very important to handle high-dimensional 

data by retaining significant structures and patterns. Zhang et al. [9] looked at the difficulties related to 

processing mixed noise pollution in hyperspectral images (HSIs). Although a number of approaches 

have been put out to address this problem, they typically fall into one of the following categories: 

model-driven or data-driven. Model-driven approaches were frequently criticized for being sensitive to 

changes in parameters and having high processing costs due to iterative optimization. However, data-

driven techniques often performed poorly due to overfitting. This study suggested a unique approach 

to HSI restoration that blends low- rank tensor factorization (DP-LRTF) with deep denoising priors to 

get beyond these restrictions. Tucker tensor factorization was used to enforce global spectral low-rank 

requirements and two deep denoising priors were used to improve the spectral orthogonal basis and 

spatial reduced factor. This combined strategy effectively used the low-rank structure of HSIs and the 

powerful feature-extraction capabilities of deep learning. Experimental evaluations demonstrated that 

DP-LRTF significantly exceeded both model- driven and data-driven methods in terms of blended 

noise reduction and execution efficiency in a range of simulated and real-world scenarios. 

Table 5. Comparison of deep learning image restoration methods. 

Study Methods/ Algorithms 

Used 

Dataset Used Accuracy/ 
Performance 

Limitations 

[5], 2021 Block-attentive sub-pixel 
prediction networks 

Div2k dataset [56] PSNR: 33.89, 

SSIM: 0.934, 

LPIPS: 0.0990 

Risk of overfitting 

[6], 2021 Deep RED 
(Regularization by 
Denoising) 

Multiple benchmark 
datasets 

PSNR: 35.98 Limited to certain types of 
degradations 

[7], 2021  CNN-based 

reconstruction 

Ultrasound imaging 

datasets 

PSNR:14.23, 

SSIM: 0.31 

Limited to specific 
ultrasound configurations 

[8], 2022 Visual Compensation 

Module, Asymmetric 

Residual Block, Error 

Map-based Mixed Loss 

Function 

Seven representative 
IQA databases 

SROCC: 0.973, 

PLCC: 0.974 

May face challenges in cases 
of extreme degradation 

[9], 2023 Deep priors, low-rank 
tensor factorization 

Hyperspectral datasets PSNR: 32.943, 

SSIM: 0.9704 

Computational complexity 

[10], 2023 Artifact  detection, stain-
style preservation 

Histology datasets PSNR: 26.37, 

SSIM: 0.9359, 

SRE: 56.31 

Limited generalizability 

[14], 2024 A DL-based super- 
resolution method that 
utilizes feature, channel 
and pixel attention 
mechanisms to enhance 
image details. 

DIV2K  [57],  Set 5, 

Set 14, BSD100, 

Urban100 

PSNR: 38.19, 

SSIM: 0.9613 

Computationally more 
expensive and the robustness 
of the complex network 
remains a challenge 

[11], 2024 Denoising Diffusion 
Probabilistic Models 

CelebA-HQ [55] and 
FFHQ [54] 

PSNR: 33.2055, 

SSIM: 0.8662, 

LPIPS: 0.0966 

Slow Convergence 

[12], 2024 Improved GFP-GAN Miner face dataset PSNR:26.1061, 
SSIM:0.7236, 
LPIPS: 0.3827, 
FID: 46.51 

Specific to miner face images 

[13], 2024 Neural Degradation 
Representation (NDR), 
Degradation Query and 
Injection Modules, 
Bidirectional 
Optimization Strategy 

BSD68, UR-BAN100 PSNR: 26.02, 

SSIM: 0.8657 

Potential complexity in 
handling highly 
heterogeneous degradations 

Artifact detection and Stain-style preservation are two closely associated ideas found in the broad 

category of image processing and computer vision, often utilized specifically within medical imaging 

and digital art, as well as within the area of image restoration. Artifact detection consists of detecting 
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distortions  or errors within an image not existing in the scene under photo. Ke et al. [10] addressed 

these artifacts through manual quality control, where the level of automation in image analysis is 

significantly reduced. By detecting and fixing artifacts, a systematic pre-processing technique was 

proposed to bridge this gap and lessen its impact on subsequent AI diagnostic tasks. At first, the AR-

Classifier artefact-detection network distinguished between normal tissues and common artifacts, such 

as out-of-focus regions, spots, marking dye, tattoo pigment and tissue folds. It also categorized artifact 

fixes based on how restorable they were. Then, in an effort to preserve tissue architecture and stain 

styles, the AR-CycleGAN artifact restoration network performed de-artifact processing. A standard for 

performance evaluation was built using both publicly available datasets of breast and colorectal cancer 

and clinically gathered whole slide images. The functional structures of the suggested method were 

rigorously evaluated across multiple metrics in a variety of tasks, including artifact restoration and 

classification, as well as downstream diagnostic tasks, like tumor classification and cell segmentation. 

DCNNs demonstrated remarkable capabilities in feature extraction and detail reconstruction for single- 

image super-resolution (SISR). However, previous DCNN-based approaches often failed to fully 

leverage the complementary strengths among feature maps, channels and pixels, which limited their 

ability to capture rich image details. To address these challenges, Zhang et al. [14] introduced a 

Cascaded Visual Attention Network (CVANet). This network was designed to mimic the human 

visual-attention mechanism to enhance detail reconstruction. The proposed approach incorporated 

three key modules: a Feature Attention Module (FAM) for feature-level attention learning, a Channel 

Attention Module (CAM) to strengthen feature maps through channel-level attention and a Pixel 

Attention Module (PAM) that adaptively selected representative features from previous layers to 

generate a high-resolution output. By effectively exploring feature-representation capabilities and 

human visual-perception properties, CVANet significantly improved image resolution. Experimental 

evaluations on four benchmark datasets demonstrated that CVANet outperformed SOTA methods in 

terms of subjective visual perception, PSNR and SSIM. 

Denoising Diffusion Probabilistic Models (DDPMs) is a class of generative models that have gained 

acceptance for their ability to provide high-quality images and successfully perform various tasks in 

the field of computer vision, especially in image generation and in painting as well as denoising. Pang 

et al. [11] examined a facial image-restoration technique that made use of a pre-trained unconditional 

DDPM model in order to offer more flexible restoration procedures. The overall quality of the restored 

photos was found to suffer from low iterations throughout the resampling process. The study 

suggested an optimization technique for the inversion process that combined continuous sampling and 

sample scheduling in order to lessen this problem and improve image quality. The suggested strategy 

outperformed current techniques in facial image restoration, according to extensive testing utilizing the 

CelebA-HQ [55] and FFHQ datasets [54]. In terms of LPIPS and PSNR measures, the outcomes 

showed an excellent performance. Additionally, face-recognition accuracy improved by 15.7% when 

photos were restored using random masks and by a significant 26% when images were restored using 

central masks. 

Improved GFP-GAN is an advanced model of the original GFP-GAN model, designed with the 

intention of high-quality facial image generation and restoration. GFP-GAN pays special attention to 

generating more realistic human faces while also preserving details and improving quality. A New 

Blind Restoration Approach for Miner Face Images Utilizes an Enhanced GFP-GAN Model. The 

challenges presented by miner face images, which are crucial for information exchange and for the 

digital transformation and astute management of mining firms, were addressed. To solve the issues of 

complex degradation variables including noise, blurring and low resolution, Zhang et al. [12] proposed 

a blind-restoration model built on an improved GFP-GAN. This concept attempted to achieve a 

balance between integrity and authenticity throughout the repair process. The authors successfully 

removed the complex degeneration from the miner face photos by first integrating a UNet++ network, 

using the pre- trained StyleGAN2 network as a source of previous knowledge. To improve the use of 

previous features from the pre-training network, they also added a channel-attention technique to the 

channel-split spatial feature-transform layer. This method allowed the miner face photographs to more 

accurately and authentically portray their end result. According to experimental data, the suggested 

approach significantly outperformed competing model methods in terms of reconstructing miner face 

photos. 

At present, the conventional techniques used in the restoration of images are adequate for only one 
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type of degradation in the image. However, in real-time applications, the nature of degradation varies 

and is mostly unknown. This mismatch may lead to a considerable drop in the performance of the 

model under consideration. With the motivation to overcome the mentioned problem, Yao et al. [13] 

came up with the all-in-one image-restoration network for managing multiple degradation types inside 

a single framework. The core of this approach is a neural degradation representation (NDR), which 

captures the unique characteristics of different degradation types. The NDR acts like a neural 

dictionary, which can adaptively decompose various degradations into fundamental components and 

allows the network to generalize across multiple degradation types. The authors introduced a 

degradation-query module and a degradation-injection module to utilize the NDR in order to 

approximate and inject the specific degradation patterns according to the learned representation, thus 

allowing the network to handle diverse degradations in a unified way. Moreover, it makes use of two-

way optimization strategy: It actually degrades and reconstructs in the process, one after another, in 

order to enhance the degradation representation. 

2.3 Transformer-based Models 

Recently, transformer-based models have emerged as highly successful image-restoration techniques 

by leveraging the ability to detect local and global dependencies in image data. First developed for 

applications in natural-language processing, transformers established the self-attention mechanism that 

enables them to look at data in their entirety by evaluating the significance of different input elements. 

Since transformers can understand more complex patterns in images, as well as contextual links across 

the entire image, they tend to perform well in restoring images compared to traditional CNNs that 

basically rely on localized features. Even though the transformer-based models for image restoration 

are still nascent, there is definitely a lot of room to improve, because they can fit well and also capture 

high-order correlations in images. Such transformers are bound to be part of future SOTA image-

restoration systems, not to mention the critical components of the systems, since efficiency gains and 

architectural advances are ongoing. Figure 3 illustrates the structure of a Transformer-based model, 

which processes information by focusing on different parts of the input data. This approach allowed 

the model to understand relationships between elements efficiently. 

Figure 3. Overview of a generalized transformer-based model. 

SwinIR includes three main parts, which are shallow feature extraction, deep-feature extraction and 

high-quality image reconstruction. Deep Feature Extraction combines several residual Swin 

Transformer blocks, having several layers of Swin Transformers combined with residual connections. 

Liang et al. [15] tested the model on three sample tasks: image super-resolution (including classical, 

lightweight and real-world scenarios), image denoising (including both grayscale and color images) 

and JPEG compression artifact removal. Experimental results demonstrate that SwinIR outperforms 

SOTA approaches in performance by 0.14 to 0.45 dB, while also achieving a decrease of up to 67% in 

the total number of parameters. 

RFormer (Reconstruction Transformer) combines reconstruction tasks with transformer architectures 

for applications in image processing and computer vision. This method leverages the transformers’ 

ability to capture long-range dependencies and learn complex data patterns in applications, such as 

image inpainting, noise removal and super-resolution. Deng et al. [16] presented this approach coupled 

with a new dataset, Real Fundus, consisting of 120 pairs of low and high-quality fundus images; this 

dataset focuses on addressing the difficulties of reconstructing clinical fundus images. Their 

contribution introduced a Transformer-based Generative Adversarial Network (GAN), which 

addresses real-world degradation in clinical fundus images. At the heart of this architecture is the 

Window-based Self-attention Block, which captures the long-range dependencies and the non-local 

self-similarity in an efficient manner. Furthermore, a Transformer-based discriminator was used to 

further improve the visual quality of reconstructed images. Experiments on the RF dataset showed that 
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RFormer performed substantially better than the SOTA methods. 

Wang et al. [17] developed the Uformer, a Transformer-based architecture for image restoration which 

balances efficiency with effectiveness using Transformer blocks in forming a hierarchical encoder-

decoder network. There are two novel designs, one is the locally-enhanced window Transformer block 

and the other one is a learnable multi-scale restoration modulator. LeWin Transformer block employs 

non-overlapping window-based self-attention to efficiently capture the local context without 

consuming considerable computation for high-resolution feature maps. Meanwhile, the multi-scale 

restoration modulator is, in fact, a kind of multi-scale spatial bias that refines features from the 

decoder’s layers while enhancing detail restoration without computational overhead or significant 

increases in parameters. These improvements can help Uformer model essential dependencies for 

image restoration at different levels; namely, local and global. Thorough testing has been conducted 

on various tasks of restoration and as a result, Uformer has shown comparable or sometimes superior 

performance to SOTA methods while maintaining architectural simplicity. 

The Under-Display Camera (UDC) allows users to realize an all-screen experience based on the 

placement of a camera below the display panel, but this setup heavily degrades the image quality due 

to the unique properties which affect the display, so restoration is really challenging. Although 

multiple solutions have been proposed toward dealing with the UDC image-restoration issue, there are 

yet no specific methods and databases used for restoring UDC face images, which happen to be a basic 

problem when taking into consideration UDC applications. In response to the same, Tan et al. [18] 

designed a two-stage network and named it UDC Degradation Model Network (UDC-DMNet). This 

simulates the color filtering effect, brightness attenuation and diffraction effects seen when using UDC 

imaging as it synthesizes UDC images. The authors developed dedicated UDC face training and 

testing datasets named FFHQ and CelebA- Test in aid of UDC face restoration by making use of 

UDC-DMNet in combination with good-quality face images; namely, from FFHQ [54] and CelebA-

Test. They introduced a new kind of dictionary-guided transformer network known as DGFormer that 

comes up with facial component dictionary, with image characteristic accounting for the particular 

features of UDC image and can hence blindly recover a face related specifically to a UDC scenario. 

Experimental results show that the proposed DGFormer and UDC-DMNet have the SOTA 

performance in UDC image restoration. 

Zhang et al. [19] introduced a multi-stage image-restoration (IR) approach for progressively restoring 

images with multiple degradations by transferring similar edges and textures from a reference image, 

referred to as the Reference-based Image Restoration Transformer (Ref-IRT). The proposed method 

operates in three stages. In the first stage, a cascaded U-Transformer network performs the preliminary 

recovery of the degraded image. This network comprises two U-Transformer architectures connected 

by feature-fusion layers at both encoder and decoder levels, enabling each U-Transformer to predict 

the residual image step-by-step, progressing from simple to complex and from coarse to fine toward 

complete recovery. The second and third stages aim to enhance the restoration quality by transferring 

textures from a reference image to the partially restored target image. To achieve accurate content and 

texture matching between the reference and target images, the authors propose a quality-degradation-

restoration method. A texture-transfer and reconstruction network then maps these transferred features 

to generate the final high-quality output. By progressively refining degraded inputs, the method 

enhances restoration quality, particularly in cases involving severe distortions. This approach 

demonstrates effectiveness in handling complex degradations by incorporating contextual information 

from high-quality references. Experiments conducted on three benchmark datasets confirm the 

superior performance of Ref-IRT in comparison to other cutting-edge techniques for multi-degraded 

image restoration. 

Table 6 provides a comparison of transformer-based models, highlighting their architectures and 

performance in image restoration. 

2.4 Multi-task and Meta-learning Approaches 

Recent image-restoration techniques have become popular due to multi-tasking and meta-learning 

techniques, because they offer solutions that can work based on shared data-related activities or 

quickly adapt novel restoration settings. They overcome the pitfalls with single-task models, which 

struggle most of the time not to generalize across other degradations and various context-specific types 
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of images by allowing the model to learn common representations of improvements in performance in 

various tasks. All things considered, the multi-task and meta-learning techniques have enlarged the 

scope of image restoration in that they provide tools for not only improving the performance on known 

tasks, but also allowing models to be well equipped in coping with new and challenging degradation 

conditions. Further development is expected to advance resilient and flexible models in image 

restoration that could solve a range of dynamic problems of image deterioration. A detailed 

comparison of multi-task and meta-learning approaches, showcasing their key strategies and 

performance in image restoration, is provided in Table 7. 

Table 6. Comparison of transformer-based models. 

Study Methods/ Algorithms Used Dataset Used Accuracy/ 
Performance 

Limitations 

[15], 2021 Swin Transformer for 
image restoration 

Classic5 [58], LIVE1 [59], 

Flickr2K 

PSNR: 34.52, 

SSIM: 0.908 

High resource 
consumption 

[16], 2022 Transformer-based GAN Fundus clinical dataset PSNR: 28.38, 

SSIM: 0.873 

Specific to fundus 
images 

[17], 2022 U-shaped transformer,
Window-based Self- 
attention, hierarchical 
encoder-decoder structure, 
skip connections 

SIDD (Smartphone Image 
Denoising Dataset) [60], 
GoPro Dataset, DIV2K  
Dataset [56] 

PSNR: 26.28 , SSIM: 0.842High computational 
cost due to 
transformer-based 
architecture 

[18], 2023 DGFormer, UDC-DMNet FFHQ-P/T, 

CelebA-Test-P/T 

PSNR: 38.35, SSIM: 

0.9678, LPIPS: 0.0720 

Limited to UDC- 
specific scenarios 

[19], 2024 Reference-based Image 
Restoration Transformer 
(Ref- IRT), Cascaded U-
Transformer Network, 
Texture Transfer and 
Reconstruction Network 

CUFED5, WR_SR, 
XRIR 

PSNR: 28.893, 

SSIM: 0.905, 

LPIPS: 0.421 

Requires reference 
image for optimal 
restoration 

Table 7. Comparison of multi-task and Meta-learning approaches. 

Study Methods/ Algorithms 
Used 

Dataset Used Accuracy/ 
Performance 

Limitations 

[20], 2022 Dual-domain restoration 
network 

CT and low-dose 
imaging datasets 

PSNR: 42.03, SSIM: 

0.966, RMSE: 20.18 

Specific to CT and low-dose 
images 

[21], 2022 CNNs, Unfolded of 

Multi-method pliers 

Multispectral 
datasets are used 

PSNR: 36.47,  

SSIM: 0.9873 

Increased complexity and 
computation limited 

DuDoUFNet is a specialized DL model that is set to solve the challenges of image restoration by 

progressively reconstructing images in a dual-domain framework. It is a dual domain under-to-fully 

complete progressive restoration network which was created in this work with the goal of combining 

low-dose computed tomography (LDCT) with metal artifact removal (MAR). Due to the increasing 

use of low-dose computed tomography (LDCT) to reduce radiation exposure in patients, image quality 

is frequently compromised by noise, particularly in cases where patients have metallic implants. This 

can lead to extra streak artifacts and increased noise, which can impair medical diagnoses and related 

applications. The main emphasis of previous studies was either full-dose CT MAR or denoising LDCT 

images without considering the effect of metallic implants. Reconstructions from MARLD may not be 

as good as they may be if conventional MAR or LDCT methods are used. Zhou et al. [20] used a two-

stage progressive restoration network to effectively restore from the sinogram to the image domain 

while drastically lowering noise and artifacts. 

Marivani et al. [21] examined MIR and fusion by framing the problem as a linked convolutional sparse 

coding challenge, employing the Method of Multipliers (MM) for resolution. The MM-based strategy 

drove the building of a CNN encoder, relying on the concepts of deep unfolding. Marivani et al. [21] 

suggested two multimodal models that combined the specified encoder, followed by a customized 

decoder that transformed the learned representations into the appropriate output. Unlike most current 

deep learning techniques, which often featured several encoding branches blended by concatenation or 

linear combination, this technique offered a more efficient and systematic approach for fusing input at 

various stages of the network. This method resulted in representations that permitted accurate image 
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reconstruction. Marivani et al. [21] evaluated the models on three image-restoration domains and two 

image-fusion domains. Those quantitative and qualitative comparisons with other SOTA analytical 

and deep-learning techniques further emphasized that the proposed framework outperforms. 

2.5 Generative Adversarial Network (GAN)-based Approaches 

GAN is a strong image-restoration technology that emerges from a novel framework, which is capable 

of generating realistic images from the damaged input. They are composed of two neural networks, the 

discriminator and the generator. GANs have been trained against each other. The goal of the generator 

is to generate high-quality restored images. The discriminator judges the realism of the generated 

images by distinguishing between made and genuine outputs. The adversarial structure of GANs 

makes them particularly effective in restoration tasks that preserve the texture and details of the 

original image. The generator has to produce images that look more realistic. GAN-based approaches 

focus on the generation of images that should have realistic textures and structural features and hence 

these are useful for applications where perceptual quality is the requirement. They are very effective 

whenever the classical models fail, as for example, in extreme noise reduction or super-resolution at 

very high levels, they have the capacity to learn complex distributions. Figure 4 illustrates the structure 

of a GAN, which consists of two components—a generator and a discriminator. The generator creates 

data samples, while the discriminator evaluates their authenticity, enabling the model to generate high-

quality outputs through an adversarial training process. 

Figure 4. Generalized representation of a GAN architecture. 

Deep-Masking Generative Network (DMGN) is specifically a deep-learning model set up for 

numerous image-generation and restoration applications, typically where selective masking of various 

parts of the images under consideration is involved. It is a unified technique for recovering 

backgrounds from images that have been superimposed. Feng et al. [22] unified framework for 

background restoration from overlain images that successfully handles different kinds of noise—the 

DMGN—was presented. The generative technique used by the DMGN is coarse-to-fine. It starts by 

producing a noise image and a coarse background image simultaneously. The background image is 

then improved in quality by using the noise image for refinement. The unique Residual Deep-Masking 

Cell, which enhances the extraction of pertinent information while reducing noise using a learnt gating 

mask that regulates information flow, lies at the heart of the DMGN. The DMGN gradually produces 

noisy images and high-quality background images by repeatedly applying this cell. To help with 

backdrop refining, a two-pronged approach is also used to take use of the created noise image as 

contrasted signals. Extensive tests on three challenges (image dehazing, image reflection removal and 

rain streak removal) showed that the DMGN consistently beats the SOTA techniques customized for 

each particular job. 

UW-CycleGAN refers to the advanced version of the CycleGAN model which has been designed 

specifically with unsupervised image-to-image translation tasks in the forefront. It uses 

transformations involving wavelets to refine traditional CycleGAN architectures on their performance. 

Yan et al. [23] suggested Model-driven and cycle-consistent generative adversarial network 

(CycleGAN) which is inspired by the underwater image-creation model. Targeting the transmission 

map, scene depth, attenuation coefficient and background light directly was the goal of the model. 

Extensive trials proved that this technique produced recovered photographs with improved color 

saturation and brightness, surpassing other approaches for restoring underwater images in both 
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quantitative and qualitative aspects. The efficiency of the CycleGAN in enhancing detection accuracy 

was further shown by research on underwater item detection. 

Table 8 presents an overview of GAN-based approaches, emphasizing their methodologies and 

effectiveness in image restoration. 

Table 8. Comparison of GAN-based approaches. 

Study Methods/ Algorithms Used Dataset 

Used 

Accuracy/ Performance Limitations 

[22], 

2021 

Deep-masking generative 
network 

PLNet [61] PSNR:23.05, SSIM:0.823 Struggles with complex occlusions 

[23], 

2023 

CycleGAN for underwater 
image restoration 

NYU-V2 

dataset [62] 

PSNR: 21.14, SSIM: 0.83 ,  

UIQM: 2.24, CCF: 50.10 

Struggles with complex 
underwater conditions 

2.6 Diffusion-based Models 

Diffusion-based models have been the latest advancement in image restoration. Image models can 

enhance damaged images with probabilistic-modeling simulation of physical-diffusion processes 

iteratively. Such models work to revert a noisy image to its original state through progressive and 

reversible procedures that borrow inspirations from concepts, such as image denoising and noise 

diffusion. Unlike the rest of the restoration algorithms that predict restored results almost 

instantaneously, diffusion models learn complicated noise patterns and gradually eliminate them to 

produce images with a very fine degree of control over the restoration process. This is novel in the 

context of diffusion-based models and with it, the future prospects are promising in image restoration. 

As the techniques for more efficient computations and faster sampling continue to advance, it can be 

anticipated that diffusion-based models will increasingly be integrated into flexible frameworks of 

high-fidelity image restoration toward wide applications requiring high quality and flexibility over 

many types of degradations. Figure 5 depictes the framework of a diffusion model, where data is 

gradually transformed into noise in a forward process and then reconstructed in the reverse process. 

Figure 5. Architecture of a diffusion-based generative model. 

Plug-and-Play IR covered a well-established and flexible way to solve inverse problems by making 

use of pre-trained denoisers as implicit image priors. Most current methods were discriminative 

Gaussian denoisers. However, there was no research on diffusion models as generative denoiser priors. 

Although some research incorporated diffusion models into image restoration, they had either sub-

optimal performance or needed an extreme number of Neural Function Evaluations (NFEs) during 

inference. To overcome such limitations, Zhu et al. [24] introduced DiffPIR that combined the plug-

and-play scheme with the diffusion sampling. In contrast to traditional plug-and-play IR schemes 

relying on Gaussian denoisers, DiffPIR utilized the generation ability of diffusion models to produce 

better image restoration. The scheme was tested on three prominent IR tasks; i.e., super-resolution, 

deblurring and inpainting. Experimental performance on the FFHQ and ImageNet benchmarks 

confirmed that DiffPIR achieved SOTA reconstruction accuracy as well as visual quality and, at the 

same time, kept an inference process within 100 NFEs. 

Luo et al. [27] aimed to enhance the usability of diffusion models in IR by optimizing important 

factors, like network architecture, noise intensity, denoising steps, training image size and 

optimization methods. Luo et al. [27] introduced Refusion, a U-Net-based latent diffusion model, that 

performed diffusion in a low-resolution latent space with high-resolution details left for decoding. In 
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contrast to other latent diffusion models that employed VAE-GAN for compression, their model was 

more stable and produced very precise reconstructions without adversarial training. Such improvement 

enabled the model to efficiently handle various image-restoration tasks like real-world shadow 

removal, high-resolution non-homogeneous dehazing, stereo super-resolution and bokeh-effect 

conversion. Refusion was shown to handle large-scale images (e.g. 6000×4000×3 in high-resolution 

dehazing) without sacrificing robust performance on various restoration tasks. Notably, it achieved the 

best perceptual performance in the NTIRE 2023 Image Shadow Removal Challenge. 

Ortega et al. [28] analyzed the role of anisotropic-diffusion models in image restoration and 

emphasized the role of the diffusion function, where, traditionally, this diffusion function was fixed as 

part of the classical approach. The idea is introduced on learning this function dynamically using 

either a Fields of Experts (FoE) or a U-Net, demonstrating that their approach outperformed 

conventional and SOTA models with some numerical experiments. Ortega et al. [28] Perona-Malik 

model combined with machine-learning techniques was leveraged to directly learn an optimized 

diffusion function from data. By combining classical approaches with data-driven methods, a balance 

between interpretability in a mathematical sense and improved restoration was achieved. By 

demonstrating generalization to a host of image-restoration tasks, this approach offered the possibility 

of offering a more stable and effective replacement for purely deep learning-based models, such as 

blind denoising. 

Although diffusion-based IR techniques have shown impressive results, their poor inference speeds—

which required hundreds or even thousands of sample steps—hampered their applicability. Current 

acceleration methods tried to expedite this process, but they frequently resulted in performance issues 

and very blurry restored photos. In order to overcome this restriction, Yue et al. [29] put out an 

effective IR diffusion model that greatly decreased the number of necessary diffusion steps without 

sacrificing image quality. By doing away with the requirement for post-acceleration during inference, 

their method prevented performance deterioration. By modifying their residuals, they specifically 

created a Markov chain to ease the transitions between high- and low-quality images, significantly 

increasing transition efficiency. Furthermore, in order to regulate the noise strength and the varying 

speed during the diffusion process, they created a noise schedule. According to experimental 

assessments, the suggested method only required four sample steps and performed better than or on 

par with SOTA methods in four important IR tasks: image high resolution, inpainting, blind facial 

restoration and deblurring. 

In order to increase versatility in face-image restoration, Pang et al. [11] created a method using 

DDPM and made use of an unbiased DDPM model that had already been trained. Pang et al. [11] 

found that the quality of the recovered photos suffered when there were not as many iterations in the 

resampling procedure. An optimization strategy for the inversion process was put out to address this 

problem and produce better restoration quality by combining sample scheduling with progressive 

sampling. Numerous tests with the CelebA-HQ[55] and FFHQ datasets[54] showed that their approach 

outperformed other methods in face-image restoration. It performed outstandingly in terms of LPIPS 

and PSNR measurements, specifically. Additionally, the restoration method increased the accuracy of 

detection of faces by 15.7% for facial photos with random masks and by 26% for images with central 

masks. 

Welker et al. [25] tackled the problem of blind JPEG restoration at high compression levels by 

leveraging the high-fidelity generating capabilities of diffusion models. S. Welker et al. [25] named 

their approach DriftRec and suggested a change to the forward stochastic differential equation in 

diffusion models. DriftRec successfully avoided the blurriness typical in other approaches and 

substantially better restored the distribution of clean images, as evidenced by a comparative study 

against an L2 regression baseline using the same network design and cutting-edge JPEG restoration 

techniques. This method’s applicability to different restoration jobs is increased, because it merely 

needed a dataset of clean/corrupted image pairings and did not require any prior knowledge of the 

corruption process. DriftRec took use of the closeness of both clean and damaged image distributions, 

which are far closer to one another than they are to the usual Gaussian prior utilized in diffusion 

models, in contrast to other conditional and unconditional diffusion models. Because of this, even in 

the absence of additional improvements, it only required small amounts of extra noise and fewer 

sample steps. Despite not being trained on instances of this nature, the study demonstrated that 

DriftRec extended well to difficult circumstances, including unaligned double JPEG compression and 
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blind restoration of JPEGs received from the internet. 

PD-CR is patch-based diffusion with constrained refinement that uses the diffusion processes to 

improve images through refinement of local patches. The method introduced by Cho et al. [26] 

improved the noise estimates that were produced by patch-based diffusion models so that the restored 

image, with maintained brightness of the damaged input image, could be given. In the proposed 

method, patch- based diffusion models were applied to efficiently address high-resolution photos with 

minimal memory usage. The experimental results indicated that the proposed method was superior to 

existing leading-edge approaches in various image-restoration tasks, which included image denoising 

and raindrop removal. 

Table 9 presents a comparison of diffusion-based models, outlining their methodologies, datasets, 

accuracy and key limitations in image restoration. 

Table 9. Comparison of diffusion-based models. 

Study Methods/ Algorithms Used Dataset Used Accuracy/ 
Performance 

Limitations 

[24], 2023 Denoising Diffusion Models 
for Plug-and-Play Image 
Restoration 

FFHQ[54], 

ImageNet 

PSNR: 31.01, 

LPIPS: 0.152 

High computational cost  and slow 
inference due to iterative denoising 
steps 

[27], 2023 Enabling Large-Size 

Realistic Image Restoration 

with Latent-Space Diffusion 

Models 

Flickr1024 PSNR: 21.88, 

SSIM: 0.6977, 

LPIPS: 0.121 

Limited generalization to diverse 
degradations and training stability 
challenges. 

[28], 2024 Learning Diffusion 
Functions for Image 
Restoration 

BSD500 [63] PSNR: 29.5, 

SSIM: 0.83, 

LPIPS :0.15 

High computational cost 

[29], 2024 Efficient Diffusion Model 
for Image Restoration by 
Residual Shifting 

RealSR-V3, 
Re- alSet80 

PSNR: 25.02, 

SSIM: 0.6833, 

LPIPS: 0.2076 

Limited generalization to unseen 
noise types 

[11], 2024 Denoising Diffusion 
Probabilistic Models 

CelebA-HQ [55] 
and FFHQ [54] 

PSNR: 33.2055, 

SSIM: 0.8662, 

LPIPS: 0.0966 

Slow convergence 

[25], 2024 Diffusion models adapted 
for JPEG restoration 

JPEG image 
datasets 

PSNR: 25.78, 
SSIM: 0.73,  
FID: 29.7 

Limited to JPEG artifacts 

[26], 2024 Patch-based diffusion SIDD [60] and 

Raindrop dataset 

[64] 

PSNR: 38.21, 

SSIM: 0.901, 

LPIPS: 0.134, 

NIQE: 13.72 

Edge artifacts 

2.7 Hybrid Models 

Hybrid models in image restoration exploited the advantages of multiple methods, including 

generative models, deep learning and traditional machine learning for added performance and 

adaptability. Hybrid models can be constructed by combining the global contextual understanding of 

transformers, localizing the feature-extraction capacities of CNNs to specific interest regions and the 

qualities of image-creation realism as provided by diffusion models or GANs. This synergy allows for 

stronger image restoration solutions that can handle a variety of degradation types and challenging 

restoration tasks. Future research on hybrid models is likely to focus on more effective structures that 

balance performance with complexity. Innovations, such as attention processing, adaptive feature 

extraction and knowledge distillation, may enhance the effectiveness of hybrid methods even further. 

Hybrid models are expected to be pivotal for optimal performance in many image-restoration tasks as 

the current developments progress. Table 10 compares various hybrid approaches, highlighting their 

combined methodologies, performance across datasets, accuracy and associated limitations in image 

restoration. 

Hybrid Unfolding Reconstruction (HybrUR) is a deep-learning model aimed towards image-

reconstruction tasks in MRI and other imaging modalities. It combines elements of traditional image-

reconstruction techniques and modern deep-learning methods with the goal of improving image-
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restoration quality and efficiency. Yan et al. [30] provided an unsupervised framework for underwater 

photo restoration using unpaired underwater and airborne photos, based on data and physics. To 

improve image quality and perform effective colour correction, an explicit degeneration model of 

underwater photos was developed using well-established optical-physics concepts. The loss of 

underwater vision was modelled using neural networks and a generator based on the Jaffe-McGlamery 

degeneration theory was created. The scene depth and degeneration factors for backscattering estimate 

were additionally physically restricted in order to solve the vanishing-gradient problem during hybrid 

physical-neural model training. The experimental results demonstrated that the proposed method 

successfully restored high-quality unmanaged underwater photographs without supervision. On many 

benchmarks, their technique outperformed several cutting- edge supervised and unsupervised 

algorithms, indicating that it will perform well in real-world situations. 

Table 10. Comparison of Hybrid approaches. 

Study Methods/ Algorithms 
Used 

Dataset Used Accuracy/ 
Performance 

Limitations 

[30], 2023 Hybrid physical- neural 
approach using GANs 

RUIE[65] UICM: 5.142, 
UCIQE: 0.495 

Struggles with edge retention 

[9], 2023 Deep priors, low- rank 
tensor factorization 

Hyperspectral 
datasets 

PSNR: 32.943, 
SSIM: 0.9704 

Computational complexity 

Combined Deep Priors with Low-rank Tensor Factorization for Hyperspectral Image (HSI) 

Restoration is a novel approach designed to improve the quality of HSIs, which often suffer from 

noise, distortions and incomplete data. This method integrates deep-learning techniques with low-rank 

tensor factorization to effectively restore and reconstruct HSIs while preserving essential details and 

spectral information. 

The global spectral low-rank criterion was represented by Tucker-tensor factorization in the proposed 

technique. Two deep denoising priors were then used to optimize the spectral orthogonal basis and the 

spatial reduction factor. With this combined approach, Zhang et al. [9] were able to benefit from the 

low-rank characteristics of HSIs and the potent feature-extraction capabilities of deep learning for HSI 

restoration. The DP-LRTF outperformed both model-driven and data-driven approaches in terms of 

execution efficiency and mixed-noise removal from HSIs in a number of simulated and real-world 

studies. 

2.8 Domain-specific Approaches (Underwater, Hyperspectral, Remote Sensing, 

Medical Imaging, …etc.) 

In image restoration, domain-specific approaches focus on adapting methods and algorithms to better 

adapt to the specific challenges each particular application domain has, such as medical imaging, 

remote sensing, underwater imaging and hyperspectral imaging. These domains often display 

characteristic degradation types and quality of restoration requirements that necessetate highly 

specialized procedures that capitalize upon the features of the domains and the type of images. Table 

11 summarizes domain-specific approaches, focusing on their tailored methodologies, performance on 

specialized datasets and key limitations in image restoration. 

Chang et al [31] explored the low-rank features across spatial, spectral and non-local self-similarity 

modes in hyperspectral images (HSIs), showing that the internal low-rank correlations within every 

mode affect restoration results to different extents. Their results identified the potential of spectral, 

along with non-local induced low-rank features toward HSI modeling, therefore resulting in the 

development of an optimal low-rank tensor (OLRT) model for improved HSI recovery. This work also 

investigated the existence of low-rank properties in both the image and sparse error parts, such as 

stripe noise in HSIs. Taking advantage of low-rank tensor priors for sparse errors and HSIs, OLRT 

developed into OLRT-robust principal-component analysis. The earlier methods were not versatile; 

they were often designed for specific HSI tasks, whereas the ideal low-rank prior was highly versatile 

across different HSI restoration applications. Thorough assessments on different benchmarks indicated 

that the proposed approaches significantly outperformed the SOTA methods. 

The iterative model Non-local meets Global provides an all-inclusive approach for hyperspectral 

image (HSI) restoration, which is based on both non-local and global information for better quality. He 
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et al. [32] proposed that the spectral sub-spaces of each full-band patch group align with the global 

spectral low-rank sub-space, which covers the whole HSI. This observation led to the development of 

a unified model for HSI restoration that integrates both spectral and spatial elements. The approach 

uses non-local spatial denoising and low-rank orthogonal basis exploration to streamline 

computational demands. The restoration process begins with updating the latent input image by 

resolving a fidelity term, followed by implementing an efficient alternating minimization method with 

adaptive-rank selection. It learns an orthogonal basis in the low-dimensional space and decreases the 

image representation. Re-iteration of non-local low-rank denoising refines restoration further. The 

experiments conducted on both the simulated as well as the real-world dataset show that the proposed 

approach achieves superior performance compared to any existing SOTA HSI restoration techniques. 

The low contrast and color distortion in underwater photographs brought on by wavelength-dependent 

light attenuation were the subjects of this investigation. Color restoration is more difficult with 

underwater images than with terrestrial ones due to the different attenuation across wavelengths that 

depends on the water body and the three-dimensional structure of the scene. Berman et al. [33] 

proposed the method, which considered multiple spectral profiles of different types of water and 

reduced the problem to single-image dehazing by computing two global parameters: the attenuation 

ratios of the blue-red and blue-green channels. Because the type of water was unknown, a variety of 

characteristics from an existing library of water types were evaluated. The color distribution was 

utilized to automatically identify the optimal solution. The collection includes 57 underwater 

photographs taken in various locations; stereo photography was used to determine the 3D structure and 

color charts were applied to the scenes for ground truth. 

Zhang et al. [37] addressed the problems of limited visibility and color aberrations in underwater 

photographs brought on by light scattering and absorption that varies with wavelength. Zhang et al. 

[37] developed MLLE, an effective and reliable technique for enhancing underwater images, to get

around these problems. Using a maximum attenuation map-guided fusion technique and a minimum 

color-loss concept, they first locally altered an image’s color and features. In order to adaptively 

improve the image contrast, the mean and variance of local image blocks were then calculated using 

integral and squared integral maps. Furthermore, a color-balance technique was presented to rectify 

color discrepancies between CIELAB color space channels a and b. The improved photos had more 

contrast, vibrant colors and better detail retention. Three datasets for underwater-picture enhancement 

were used in extensive studies, which showed that MLLE performed better than the SOTA techniques. 

A single CPU could handle 1024 x 1024 × 3 photos in a single second, demonstrating the method’s 

computational efficiency. Further tests showed that the MLLE-realized improvement greatly enhanced 

saliency detection, keypoint recognition and underwater-picture segmentation. 

Zhang et al. [38] focused on how light scattering and absorption degraded underwater image quality, 

making them less useful for analysis and applications. Zhang et al. [38] developed Weighted Wavelet 

Visual Perception Fusion (WWPF), an underwater image-augmentation technique, to address these 

problems. To fix color aberrations in underwater photos, they first used a color-correction technique 

guided by an attenuation map. To enhance the overall contrast, they then used a maximum information 

entropy optimized global contrast-augmentation approach. At the same time, localized details were 

enhanced using a quick integration optimized local contrast-enhancement technique. A WWPF 

technique was presented in order to integrate the advantages of both local and global contrast-

enhanced images. High-quality underwater photos were created by fusing low-frequency and high-

frequency components at various scales. Comprehensive tests on three benchmark datasets showed 

that WWPF performed better than current SOTA techniques in both qualitative and quantitative 

assessments. 

Li et al. [34] proposed a fast simulation approach for image acquisition with the remote sensing TDI 

camera, employing image resampling to simulate degraded image qualities with high accuracy. This 

process considered various degradation factors, enabling the creation of a rather large dataset suitable 

for most modern supervised learning-based approaches to image restoration. Moreover, the work 

presented a new network architecture, containing a row-attention block and a row-encoder block, 

especially tailored to tackle row-variant blur and restore degraded images efficiently. The method was 

tested through real-world images and simulated degraded datasets with good experimental 

performances. In contrast to previously blind image-restoration techniques, the technique here showed 

superior results without resorting to multi-spectral bands or high-frequency sensor data. 
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Table 11. Domain-specific approaches. 

Study Methods/ Algorithms Used Dataset Used Accuracy/ 
Performance 

Limitations 

[31], 2020 Low-rank property modeling Hyperspectral 
datasets 

PSNR: 57.02, 

SSIM: 0.9985, 

SAM: 0.0216 

Computationally intensive 

[32], 2020 Non-local and global priors CAVE dataset , WDC datasetsPSNR: 3.03,  

SSIM: 0.9807 

Computational complexity 

[33], 2020  Haze-lines, color restoration 
algorithm 

New quantitative 
underwater dataset 

PCC: 0.85 Limited to specific 
underwater conditions 

[37], 2022 Minimal Color Loss and Locally 
Adaptive Contrast Enhancement 
(adaptive enhancement of contrast 
and color preservation) 

UCCS, UIQS, 
UIEB 

PCQI: 1.136, 

UIQM: 5.293, 

CCF: 46.872 

Cannot handle the 
underwater images 
acquired in low light 
conditions well 

[38], 2023 Weighted Wavelet Visual Perception 
Fusion (WWPF) using wavelet 
transform for multi-scale frequency 
decomposition and contrast 
enhancement 

UCCS, UIQS, 
UIEB 

UCIQE: 0.617, 

AG: 10.818, 

CCF: 40.851 

Cannot suppress image 
noise well 

[34], 2023 Fast imaging simulation, image 
resampling 

Remote sensing 
datasets 

PSNR: 30.970, 
SSIM: 0.882 

Trade-off between Speed 
and Accuracy 

[35], 2023 Dehazing algorithm Outdoor/remote 
sensing datasets 

PSNR: 27.08, 
SSIM : 0.94, 

PI: 2.24 

Limited to specific 
atmospheric conditions 

[36], 2024 Semiblind unsupervised learning 
for co-phase errors 

Optical synthetic 
aperture imaging 
datasets 

PSNR: 25.72, 
SSIM: 0.758 

Dependence on Phase 
Initialization 

An efficient image-dehazing method that works with both outdoor and remote-sensing photos is 

presented by Li et al. [35]. The plan combined the benefits of image enhancement and repair methods. 

To increase transmittance and fix errors in transmittance estimations reported in previous methods, the 

researchers employed Gaussian-weighted image fusion. After dehazing, color distortion was also 

corrected using an unsharp mask technique. The approach suggested by Li et al. [35] outperformed 

current dehazing techniques in the effective removal of haze from images, according to experimental 

results on both synthetic and real-world datasets. The solution outperformed other approaches with a 

PSNR of 27.08 and SSIM of 0.94 when applied to the RICE dataset. 

Zhong et al. [36] introduced RPIR, a semi-blind, unsupervised learning technique for image 

restoration in OSAI systems with co-phase faults. Based on the traditional maximum a posteriori 

(MAP) model, RPIR used a multi-scale neural network that required no prior training. This network 

gathered input blur kernel flaws for use as residual priors in the MAP model. To solve the data and 

earlier terms, they employed alternating minimization. RPIR reduced erroneous blur kernels in OSAI 

systems due to co-phase error variations. The results indicated that RPIR considerably enhanced image 

resolution and clarity in treating co-phase faults in OSAI systems, exceeding other unsupervised deep-

learning techniques and standard deconvolution methods. 

Machine-learning models are frequently tailored to meet the unique requirements of specific domains, 

such as underwater imaging, hyperspectral analysis, remote sensing and medical imaging. While 

general- purpose architectures, such as CNNs, transformers, GANs and diffusion models, are 

frequently used in a variety of applications, applying them directly to domain-specific tasks may not 

necessarily produce the best results. These tasks frequently necessitate specialized architectures, task-

specific loss functions and domain-aware pre-processing approaches to improve model performance. 

For example, underwater-image restoration requires models capable of correcting color aberrations 

and scattering effects, which are specific to aquatic environments. Likewise, medical-imaging models 

need to consider low contrast and anatomical features, necessitating domain-specific training 

procedures and domain-aware regularization methods. In remote sensing and hyperspectral imaging, 

models must maintain spectral fidelity and handle high-dimensional data efficiently. By adding such 

domain-specific adaptations, machine-learning models can perform much better than their general-

purpose equivalents. 
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2.9 Comprehensive Image-restoration and Denoising Datasets 

In recent years, a wide variety of datasets have been developed to benchmark the performance of 

image-restoration and denoising algorithms. These datasets vary in content, type of degradation and 

complexity, providing diverse scenarios for evaluating model effectiveness. Table 12 summarizes key 

datasets frequently used in image-restoration and denoising research, highlighting characteristics, such 

as dataset size, types of degradation (e.g. noise, blur, low resolution) and typical applications. This 

compilation serves as a foundation for comparing algorithm performance across different degradation 

scenarios and understanding the suitability of specific datasets for various restoration tasks. 

Table 12. Comprehensive image-restoration and denoising datasets. 

Name of Dataset Year Brief Description 

BSD500 [63] 2012 Part of the Berkeley Segmentation Dataset, containing 500 images used for enoising and 
segmentation. 

URBAN100 2015 Contains 100 high-resolution images of urban scenes, featuring buildings, streets and 
architectural structures. It is widely used in image super-resolution and restoration tasks to 
evaluate model performance on complex textures and fine details. 

GoPro [66] 2017 Contains paired blurred and sharp images from GoPro cameras, used for motion-deblurring 
research. 

DIV2K [57] 2017 High-quality dataset with 1,000 images for super-resolution and general image restoration, 
with multiple degradation levels. 

SIDD [60] 2018 A dataset consisting of more than 30,000 noisy images under different lighting conditions, 
along with ground-truth images. 

Color BSD68 [67] 2018 Part of Berkeley Segmentation Dataset and Benchmark, it contains 68 images for measuring 
image-denoising algorithms’ performance. 

PIRM [68] 2018 Comprises 200 diverse images divided for validation and testing, used for perceptual image-
restoration tasks. 

HAC [69] 2019 Contains 316K pairs show casing various weather conditions for testing restoration under 
adverse circumstances. 

FFHQ [70] 2019 Contains 70000 high-quality face dataset from NVIDIA, used for inpainting and denoising, 
with diverse ages, ethnicities and lighting conditions. 

SCISR [71] 2019 Synthetic and camera-based image super-resolution dataset, used for super-resolution in low-
quality smartphone-captured images. Contains 50000+ images. 

Hide [72] 2019 It consists of 8,422 blurry images and with them their corresponding image pairs with 
65,784 densely annotated FG human bounding boxes. 

Raindrop [73] 2020 A dataset containing 1,119 pairs of images, where one is degraded by raindrops and the other 
is clean. 

UHDS [74] 2022 A dataset of 29,500 rain and rain-free image pairs covering various natural rain scenarios. 

Sentinel-2 Satellite 
Images [75] 

2022 Includes 3,740 pairs of overlapping image crops with cross-band and cross-detector parallax 
effects for analysis. 

TinyPerson [76] 2022 A dataset focusing on tiny objects with 72,651 annotated images, collected from high-
resolution videos. 

LSDIR [77] 2023 A large-scale dataset containing 84,991 training images, 1,000 validation images and 1,000 test 
images. 

HQ-50K [78] 2023 Introduces 50,000 high-quality images with rich textures for image-restoration applications. 

3. EVALUATION METRICS USED FOR IMAGE RESTORATION

Various evaluation metrics have been utilized in the literature survey to effectively evaluate 

performance and compare different image restoration algorithms. They are essential to objectively 

quantify how good image quality is after restoration, thus allowing researchers to compare different 

approaches in different degradation conditions. Table 13 provides a detailed summary of widely used 

evaluation metrics, highlighting their specific purposes and the aspects of image quality they focus on. 

4. RESULTS AND DISCUSSION

The evaluation of multiple image-restoration models was conducted on a high-performance hardware 

configuration comprising a Tesla T4 GPU equipped with 15,360 MB of VRAM, supported by 

NVIDIA-SMI 535.104.05, Driver Version 535.104.05 and CUDA Version 12.2. The hardware 

operated under optimal conditions, maintaining a stable temperature of 54°C. The models were 
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evaluated using the SIDD (Smartphone Image Denoising Dataset) and DND (Darmstadt Noise 

Dataset), a benchmark dataset widely utilized for assessing image-restoration techniques. This 

experimental setup facilitated precise benchmarking of inference times and PSNR values, which are 

pivotal metrics for assessing the performance of pre-trained models in image-restoration tasks. The 

results, summarized in Table 14, provide a comprehensive comparison of the evaluated models. 

Table 13. Summary of evaluation metrics for image restoration. 

Evaluation Metric Description 

Peak Signal to Noise Ratio (PSNR) Calculates the ratio between maximum signal power and noise power. 

Structural Similarity Index Measure 
(SSIM) 

Evaluates similarity between two images based on brightness, contrast and 
structure. Values closer to 1 indicate higher similarity. 

Perception-based Contrast Quality Index 
(PCQI) 

Measures image quality by evaluating contrast and structural fidelity, 
considering human visual perception. 

Underwater Image Quality Measure 
(UIQM) 

A composite metric used to assess underwater image quality based on 
colorfulness (UICM), sharpness (UISM) and contrast (UIConM). Higher 
UIQM values indicate better visual quality. 

Color Contrast Factor (CCF) Quantifies color contrast in images by analyzing pixel-intensity differences 
across different channels. Higher values indicate more vibrant and enhanced 
images. 

Fréchet Inception Distance (FID) It quantifies the disparity in feature distributions between real and generated 
images using deep-learning features, where lower FID scores signify improved 
visual quality. 

Average Gradient (AG) Evaluates image sharpness by calculating the mean gradient magnitude across 
the image. 

Natural Image Quality Evaluator 
(NIQE) 

A no-reference image-quality assessment metric that compares statistical 
deviations from natural image characteristics. Lower NIQE scores indicate 
better image quality. 

Signal-to-Reconstruction Error (SRE) Measures the ratio of signal strength to reconstruction error, assessing 
restoration accuracy. Higher SRE values indicate better restoration 
performance. 

Mean Absolute Error (MAE) Computes the average of absolute differences between original and restored 
images. Lower MAE indicates higher restoration accuracy. 

Normalized Root Mean Squared Error 
(NRMSE) 

Provides a normalized measure of deviation between restored and original 
images, making it suitable for comparing images with different brightness 
levels. 

Feature Similarity Index Measure 
(FSIM) 

Assesses similarity by focusing on high-frequency components, capturing 
perceptual differences aligned with human vision. 

Visual Information Fidelity (VIF) Measures the amount of visual information preserved in the restored image 
compared to the original, reflecting human visual perception. 

LPIPS Uses deep neural-network features to evaluate perceptual similarity, 
emphasizing visual quality as perceived by humans. 

Diversity Index for Image Denoising Analyzes the variability between multiple denoising outputs for the same 
noisy input, useful for exploring alternative restoration methods. 

Perceptual Loss Metric Leverages features from pretrained models to assess perceptual quality, 
optimizing image restoration for human-like perception rather than pixel-level 
accuracy. 

No-reference Evaluation Metric Evaluates image quality without needing the original image, using methods 
like NIQE and BRISQUE to assess naturalness and perceptual features 
important to human observers. 

Transformer models showed high restoration performance, with Restormer realizing a PSNR of 39.12 

and an SSIM of 0.913 at an inference rate of 0.7581 images per second, while MIRNet realized a 

PSNR of 38.86 and an SSIM of 0.940 but at a much slower processing rate. SwinIR kept a balance 

between accuracy and efficiency with a PSNR of 36.30 and an inference rate of 1.12 images per 

second.  

CNN-based models, including SRCNN, MPRNet and NAFNet, demonstrated mixed compromises 

between accuracy and speed. MPRNet had a comparable inference rate of 2.18 images per second with 

a PSNR of 33.86. In the same way, NAFNet had a PSNR of 32.93 along with an SSIM of 0.867, 

proving its stability. From models of denoising, DDNM recorded a PSNR of 24.32 and an SSIM of 

0.794, while in this class, CycleISP led others with a PSNR of 39.43 and an SSIM of 0.955. Other 

models of denoising, including CBDNet, RidNet and DREAMNet, also performed robustly in 

removing noise, with RidNet recording a PSNR of 38.26 and an SSIM of 0.945. 
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Table 14. Comparison of various models based on inference time, PSNR and SSIM for both SIDD and 

DND datasets. 

Model Inference Time 
SIDD Dataset DND Dataset 

PSNR SSIM PSNR SSIM 

Restormer 0.7581 39.12 0.913 36.41 0.926 

SRCNN 0.075 34.80 0.7184 32.75 0.862 

MIRNet 0.033 36.30 0.950 38.86 0.940 

DDNM 0.153 22.07 0.832 24.32 0.794 

CWR 0.0315 27.85 0.817 26.76 0.851 

SwinIR 1.120 36.30 0.847 34.52 0.896 

MPRNet 2.180 33.86 0.844 34.56 0.817 

NAFNET 0.7382 32.93 0.867 30.09 0.865 

HINET 0.8737 29.97 0.906 30.65 0.894 

GFPGAN 1.063 26.01 0.763 26.42 0.713 

ESRGAN 0.790 27.24 0.791 26.30 0.711 

DnCNN 0.058 21.96 0.571 31.74 0.780 

CycleISP 0.132 36.81 0.930 39.43 0.955 

CBDNet 0.15 30.44 0.795 36.12 0.920 

RidNEt 0.3921 36.01 0.903 38.26 0.945 

DREAMNET 0.417 35.72 0.916 38.23 0.940 

Super-resolution and enhancement frameworks, such as GFPGAN and ESRGAN, weighed perceptual 

quality against efficiency, with GFPGAN delivering a PSNR of 26.42 at a rate of 1.063 images per 

second. ESRGAN, however, had a PSNR of 27.24, making it suitable for perceptual restoration. The 

Contrastive Underwater Restoration (CWR) framework, developed specifically for underwater image 

restoration, posted a PSNR of 27.85 and an SSIM of 0.817, making it more domain-specific to 

restoration. 

The SSID and DND dataset served as a critical benchmark, offering realistic noisy images captured 

from smartphones, which posed a challenging yet relevant scenario for image restoration models. 

These findings underline the diverse trade-offs between speed and accuracy among contemporary 

image restoration techniques. The summarized results provide valuable insights for guiding future 

advancements in the development of image restoration methodologies. 

In general, the research points to significant trade-offs between restoration performance and 

computational cost, with transformer-based models producing high image quality at the expense of 

processing speed, while CNN-based methods keep accuracy and real-time feasibility in balance. 

Denoising methods, especially CycleISP and RidNet, exhibited robust noise reduction performance 

and super-resolution models such as ESRGAN improved image perceptual quality well. The results 

indicate that hybrid methods combining transformers, CNNs and self-supervised learning would 

potentially further enhance image restoration performance under various imaging conditions. 

Figure 6. A comparison of PSNR values across various models on the SIDD and DND datasets. 
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To offer a thorough comparison, the PSNR and SSIM values of several image-restoration techniques, 

assessed on the SIDD and DND datasets, were shown in Figure 6 and Figure 7. These bar graphs 

illustrated how performance varied among several methods, emphasizing variances in restoration 

quality. In addition to providing insights on general-performance trends in picture restoration, the 

visual representation highlighted how different approaches maintained structural features and 

perceived quality. 

Figure 7. A comparison of SSIM values across various models on the SIDD and DND datasets. 

5. OPEN CHALLENGES FOR FUTURE RESEARCH

Despite substantial advancements in image-restoration techniques, several open challenges remain that 

warrant further investigation. One significant area requiring attention is the treatment of multiple and 

complex types of degradation commonly encountered in real-world situations. These include 

combinations of blur, noise and compression artifacts, where existing models, often calibrated for a 

single type of degradation, frequently underperform in multi-faceted scenarios. Therefore, there is a 

critical need for methods that can adaptively address a range of real-world degradation levels, ensuring 

that restoration techniques are robust against diverse degradation types. 

Another pressing challenge is achieving an optimal balance between model complexity and processing 

speed. Many advanced restoration techniques demand substantial computational resources, which 

limits their scalability and practicality in real-time applications, particularly on mobile devices. Future 

research should focus on developing lightweight, yet effective, models that facilitate image restoration 

across a broader spectrum of applications, particularly in resource-constrained environments where 

efficient processing is essential. Maintaining the fidelity of natural textures and minute details in 

restored images presents an ongoing challenge. Restoration techniques that excessively enhance 

sharpness or contrast can distort the original essence of the scene, leading to unrealistic outcomes. It is 

imperative that successful restoration processes not only enhance visual appeal, but also faithfully 

represent the scene as it was originally depicted, preserving the integrity of visual information. 

Lastly, the lack of effective domain adaptation poses a significant limitation to the applicability of 

image-restoration models. General-purpose restoration frameworks often fail to capture features 

unique to specific application domains, such as medical imaging, underwater photography and remote 

sensing. To enhance the impact and functionality of IR techniques, the development of adaptable or 

domain-specific methodologies is essential, as these can effectively address the unique requirements of 

diverse contexts. In summary, addressing these challenges will not only improve existing image-

restoration techniques, but also expand their applicability across various fields, paving the way for 

innovative solutions in an increasingly visual-centric world. 

6. CONCLUSION

A comprehensive analysis of the existing literature reveals both the advantages and limitations of 

current approaches, as well as outlining prospective directions for future research. In light of recent 

advancements in deep learning, traditional machine-learning and innovative architectures, such as 

Transformers and GANs, significant progress has been made in enhancing image restoration across 

various applications, including mobile photography, remote sensing and medical imaging. These 

methodologies have consistently demonstrated improvements in the clarity, quality and utility of 

degraded images. Nevertheless, several challenges persist that warrant further investigation. These 

challenges encompass the effective management of complex mixed degradation types, achieving a 
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balance between computational efficiency and restoration quality and ensuring adaptability across 

diverse imaging scenarios. 

Future-research endeavors are anticipated to concentrate on the development of more flexible and 

efficient models capable of addressing a wide spectrum of degradation scenarios while remaining 

suitable for real-time applications, particularly on resource-constrained devices. Furthermore, 

advancing hybrid models alongside domain-specific strategies will be essential in propelling research 

initiatives forward. Addressing these unresolved issues and enhancing image quality and accessibility 

will amplify the impact of image-restoration technologies in an increasingly visual-centric society. 
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ملخص البحث:

ّ   تتتتتتيو تتتتتتّصويو تتتتتتيو ق  تتتتتت يورات  تتتتتتةصّورا تتتتتتة –خلقتتتتتتطورات اتتتتتتة ريوران  و-ب تتتتتت و  عتتتتتت وررتتتتتتتو   ورا  

تتتتتة  و صتوتتتتت   وٍلتتتتتةو لتتتتت ورات ق  تتتتت يو و تتتتتيودىتتتتت لوررتتتتتتو   ورا   و و  اتتتتتيت اودتًرصتتتتتنراوٍلتتتتتةو ق  تتتتت يت طلبتتتتت 

و تتتتتتة  و ص تتتتتت  ّو    تتتتتتةصكو راّ بتتتتتت  و ر   تتتتتت  و   تتتتتتيورا   ودتتتتتت وراو تتتتتتة وودختتتتتتّوراتّ  دو اىتتتتتتيوٍتتتتتتن ت

تتتتيو تتتتيوراونصتتتتنودتتتت ورات اب قتتتت يوودختتتتّورات  تتتتةصّوراا ب تتتتيوررتتتتتو  تتتتة و وتتتتن ودتتتت ور دتتتتة ورا ع     ورا  

يو ر رتّتتتتتتو  اوٍتتتتتت وب وتتتتتتنوو  تتتتتت و  و و رات  تتتتتتةصّورا نتتتتتت    تتتتتتة  و دتتتتتتّراو  رتتتتتت   وتتتتتتن ولتتتتتتة  ورا  

 وا  حيورات حل ّو راقّر  

تّووهتتتت ووراة  تتتتيو قتتتتن طودّرلوتتتتياو  اتتتتة وٍلتتتتةودنتتتت تو تتتتة ورا تتتتتيو    اوشتتتت د تعتتتت واا تتتتّتوررتتتتتو   ورا  

تتتتتتّتورات قل نصتتتتتتيو رات ق  تتتتتت يوراحنصختتتتتتيوراق   تتتتتتيوٍلتتتتتتةو  تتتتتت   و   ب تتتتتت يورا ةمتتتتتتةاووب تتتتتت و  عتتتتتت وراا 

تتتتتتتة و راتتتتتتتت وليقوراو  تتتتتتتمو را   تتتتتتت   ورا نتتتتتتتت ن وراتتتتتتتةورا حتتتتتتتة  ي و  وتتتتتتت ا و ق  تتتتتتت يوررتتتتتتتتو   ورا  

تتتتتة  تتتتتةصكو راّ بتتتتت  و وصتتتتت   و حل تتتتتّوراتقل نصتتتتتيوٍتتتتتن راودتتتتت وٍ تتتتتة ورا   ؛و تو تتتتتّوٍلتتتتتةوشوراتتتتتيوراتّ 

تتتتتة وب تتتتت  او ّ  قودتتتتت و ى ٍتتتتتيو لتتتتت وورا ي تتتتتي و ٍلتتتتتةوراتتتتت ٍلتتتتتةو  تتتتت   و ص متتتتت يو خةر ود تتتتت يوخ ن 

و تتتتتت ا و تتتتتتيوبوتتتتتت،ورات و تتتتتتة ورا نتتتتتتتو   وو   عتتتتتت واتتتتتتقو  تتتتتت   ٍ  تتتتتتة ورا   ق  تتتتتت يو تتتتتتيوشوراتتتتتتيوبوتتتتتت،و

 ور    صةه يوراو اقوراحق قي 

و تّ وٍتتتتت ط و راتتتتتت وليقوراو  تتتتتموبّتتتتت  تّ   تتتتتنو ىحتتتتتطورات اتتتتتة  ريوراحنصختتتتتيو تتتتتيودىتتتتت لو وليتتتتتقورلاتتتتتيوبّتتتتت 

وب رتتتتتت ن تتتتتب  يوراو تتتتتب يور ات    تتتتتيو تتتتتيوش ىتتتتت ووطتتتتتّتتوختتتتت س   ّ وب اب   تتتتت يوص    عتتتتت وورطورا دن ةٍتتتتتيت

تتتتتتت  يو  ت نتتتتتتتقوبتتتتتتت ا خ ّودتتتتتتت ورا و ا تتتتتتتيواتتتتتتتن و راتتتتتتتت ول قودب شتتتتتتتّ اودتتتتتتت ودى ةٍتتتتتتت يوراب   تتتتتتت يوراى 

اوو قتتتتتنو اعتتتتتّيورا   تتتتت   وراق   تتتتتيوٍلتتتتتةورا حتتتتتة  يوراقتتتتتن  وودق   تعتتتتت وبتتتتت اا ّتورات قل نصتتتتتي    تتتتتنصخ 

و رمتتتتت واتلتتتتت ورا   تتتتت   و تتتتتيوٍلتتتتتةوراتقتتتتت طور ٍت تتتتت  ريور تت تتتتتة وودق  صتتتتتياوشاتتتتتةو  تتتتتة  ا  د تتتتتيو تتتتتيورا  

و لتتتتت و تتتتتة ورا نتتتتتتو    و  تتتتتنو بتتتتت  و    ٍ  تتتتتة ورا   ودتتتتت ورا عتتتتت ط ورا وق تتتتتن ورا ّ باتتتتتيوب وراتتتتتيو ٍتتتتتن ت

و ررعو  ود ودى ةٍ يوراب    يو ريوراولا ي را      و   طو  لوياو يودو اىيودن ا

تتتتت دّورا تتتتت  و قن دتتتتت وهتتتتت ووراة  ّ   تتتتتيورات حتتتتتن ص يورا تتتتتتيوص اتتتتتة وٍل عتتتتت ودةمتتتتتةاوصت تتتتت  لورا نتتتتت ورا

تتتتتتة ووشمتتتتتت  ياوشاتتتتتتةو    تتتتتتيودو اىتعتتتتتت وو د عتتتتتت و حتتتتتتن  ورات ل تتتتتتيوراحةرتتتتتتب يو  حتتتتتتن  و ررتتتتتتتو   ورا  

تتتتتتتة و اولنصتتتتتتتن وابحتتتتتتتةوودنتتتتتتتتقبل يو تتتتتتتيودىتتتتتتت لودو اىتتتتتتتيوٍ تتتتتتتة ورا   رات و تتتتتتت قوو ص تتتتتتتت وب   تتتتتتت 

وورا نتو    
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ABSTRACT 

The Internet of Health Things (IoHT) is a network of healthcare devices, software and systems that enable 

remote monitoring and healthcare services by gathering real-time health data through sensors. Despite its 

significant benefits for modern smart healthcare, IoHT faces growing security challenges due to the limited 

processing power, storage capacity and self-defense capabilities of its devices. While blockchain-based 

authentication solutions have been developed to leverage tamper-resistant decentralized designs for enhanced 

security, they often require substantial computational resources, increased storage and longer authentication 

times, hindering scalability and time efficiency in large-scale, time-critical IoHT systems. To address these 

challenges, we propose a novel four-phase authentication scheme comprising setup, registration, authentication 

and secret-construction phases. Our scheme integrates chaotic-based public-key cryptosystems, a Light 

Encryption Device (LED) with a 3-D Lorenz chaotic map algorithm and blockchain-based fog computing 

technologies to enhance both efficiency and scalability. Simulated on the Ethereum platform using Solidity and 

evaluated with the JMeter tool, the proposed scheme demonstrates superior performance, with a computational-

cost reduction of 40% compared to traditional methods like Elliptic Curve Cryptography (ECC). The average 

latency for registration is 1.25 ms, while the authentication phase completes in just 1.50 ms, making it highly 

suitable for time-critical IoHT applications. Security analysis using the Scyther tool confirms that the scheme is 

resistant to modern cyberattacks, including 51% attacks and hijacking, while ensuring data integrity and 

confidentiality. Additionally, the scheme minimizes communication costs and supports the scalability of large-

scale IoHT systems. These results highlight the proposed scheme’s potential to revolutionize secure and efficient 

healthcare monitoring, enabling real-time, tamper-proof data management in IoHT environments.

KEYWORDS 

Blockchain, Fog computing, IoHT, Authentication, Chaotic cryptography, Healthcare. 

1. INTRODUCTION

The Internet of Healthcare Things (IoHT) is a concept that integrates Internet of Things (IoT) 

technology with healthcare devices. Furthermore, the IoHT is predicted to be the cornerstone of future 

healthcare systems; every piece of healthcare equipment will be internet-connected and under the 

supervision of healthcare providers. As the IoHT grows, it can provide speedy and affordable 

healthcare [1]. Technological development over recent years has enabled the diagnosis of a multitude 

of illnesses and the monitoring of health through the utilization of compact devices, such as 

smartwatches, electrocardiography (ECG) machines and shoes. 

Furthermore, the paradigm for healthcare has changed due to technology, moving from hospital-

focused to patient-centred. For example, many clinical evaluations, such as blood pressure, blood 

glucose and pO2 readings, can now be performed at home without the need for direct medical 
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assistance. Furthermore, advanced telecommunication technologies enable the transmission of clinical 

data from remote places to healthcare facilities [2]; the explosive growth highlights serious issues with 

user privacy and security, especially in the context of the IoHT and needs careful consideration and 

attention. Various vulnerabilities exist within healthcare systems that could lead to security and 

privacy breaches, including unauthorized access to vast amounts of sensitive patient data, 

encompassing personal and health records critical for making life-saving decisions [3]. As a result, in 

recent years, the protection of security and privacy in IoHT applications has gained attention. 

Confidentiality, non-repudiation, data integrity and the authentication and identification of IoHT 

devices and users are all critical security requirements. Since authentication is essential to maintaining 

the fulfilment of other security requirements, it stands out as a primary concern [4]-[5]. Authentication 

is the process of verifying and authenticating an entity’s identification. Every entity should be able to 

recognize and verify every other entity in the system or the particular part of the system that it 

communicates with [6]. Due to the involvement of multiple applications and users in the monitoring, 

operation and management of healthcare devices, the potential for breaches in authentication and 

authorization schemes exists. 

The authentication techniques described in the literature for the IoHT mostly belong to two 

architecture categories: centralized and decentralized. The centralization of authentication can be 

performed by distributing and managing login credentials through a single server or a reliable outside 

source. Moreover, it comprises three procedures. First, there is one-way authentication, which occurs 

when two parties want to communicate and only one party authenticates itself to the other, while the 

other party remains unauthenticated. Second, there is two-way authentication, also known as mutual 

authentication, where both entities authenticate each other. Lastly, there is three-way authentication, 

where a central authority authenticates each of the parties and assists them in mutually authenticating 

themselves [7]. Scalability problems with central-authentication systems could result in performance 

bottlenecks as user numbers increase. In addition, they are exposed to single points of failure, which 

can compromise the entire authentication process. Furthermore, the concentration of sensitive user 

credentials may give rise to privacy concerns [8]. 

Decentralized authentication solutions that employ blockchain technology are recommended more and 

more for IoHT systems because they are compatible with the scattered and heterogeneous nature of 

these systems [9]-[10]. Researchers have highlighted the basic properties of blockchains, which 

include consensus, immutability, decentralization and security [11]. They emphasised the benefits of 

using blockchain technology to improve big-data management and authentication in many areas, such 

as enhancing data integrity, promoting seamless data sharing, bolstering security and privacy measures 

and improving big-data overall quality [12]. As a result, several blockchain platforms, such as 

Multichain, Ethereum, Bitcoin and others, have emerged, each offering distinct advantages over the 

rest. These platforms operate on diverse consensus protocols, ensuring security and scalability at 

varying levels [13]. To strengthen the discussion and provide deeper insights into the computational 

complexity of cryptographic algorithms, consensus mechanisms and smart contracts, this study 

positions itself within the broader context of blockchain research. Blockchain-assisted systems are 

particularly relevant for IoHT due to their ability to address the limitations of centralized systems, 

such as scalability and single points of failure. By leveraging blockchain’s inherent properties, such as 

decentralization and immutability, the proposed system ensures secure and efficient authentication 

while minimizing computational overhead and communication costs [14]-[15]. 

Smart and edge devices generate large amounts of data that are quickly transferred to the cloud via IoT 

devices. This can sometimes lead to network congestion [16]. Therefore, the fog-computing concept 

creates a decentralized computing environment by dispersing several fog nodes over various areas. It 

effectively handles data processing, solving computing constraints in cloud and IoT devices, by 

occupying the space between the edge and cloud layers [17]. This method improves cloud-based 

services by enabling quick data processing and data transfer from edge devices to the cloud. As a 

result, it lessens network congestion and the reliance of edge and IoT devices on direct cloud 

connection [18]. For this purpose, our devised work incorporates fog computing, extending cloud 

services to network edges and providing acceptable computational support for IoHT devices. To 

mitigate communication overhead during authentication, a chaotic-key cryptosystem is employed 

within our work that utilizes chaotic keys, is compact, minimises communication overhead and 
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considers the limited computational capabilities inherent in IoHT devices [19]-[20]. In recent years, 

many authentication techniques have been suggested to enhance the security of the Internet of Human 

Things (IoHT) system. The present study proposes a decentralized authentication system that 

leverages fog computing and blockchain technology to contribute to these efforts. Multiple factors of 

authentication, including wallet address, password, OTP and fingerprint, are utilized. By leveraging 

the features of blockchain technology, such as peer-to-peer communication, cryptography, consensus 

mechanisms and smart contracts, it facilitates authentication through decentralized peer-to-peer 

communication among fog nodes. The suggested approach resists common attacks and modern threats 

like 51% attacks and hijacking. Furthermore, this work accomplishes authentication without relying on 

a central authority. Finally, to guarantee the security of parties interacting through public channels in a 

decentralized environment, our work combines an authentication mechanism with immutable 

blockchain technology. Additionally, decentralized node identification is supported by blockchain 

technology. Consequently, the following contributions are provided by this paper: 

 We provide a lightweight authentication scheme over fog computing for a blockchain-based IoHT

system. The proposed work employs blockchain in the fog-computing layer to allocate the IoHT 

into fog areas. 

 The proposed scheme utilizes a chaotic-based cryptosystem to provide a higher level of scalability

and efficiency. Furthermore, the chaotic cryptosystem offers remarkable efficiency and rapidity in 

encryption and decryption, particularly in the domain of image encryption. 

 A comprehensive security evaluation is conducted using the well-regarded Scyther tool to

showcase the robustness of the suggested design against common threats, such as replay attacks, 

man-in-the-middle attacks, 51% attacks and Hijacking. Moreover, it has been proven that our 

proposed approach is resistant to these malicious attacks. Preliminary security assessment is 

conducted to verify adherence to security requirements, including decentralization, identification, 

secrecy, non-repudiation and integrity. 

 The proposed work is simulated and designed by the Ethereum blockchain platform to evaluate it

for two main metrics, latency and throughput. We utilize Apache JMeter, which is a strong tool 

used for measuring evaluation metrics, like latency and throughput. Furthermore, the assessment 

results indicate that the suggested strategy is time-efficient (0.3201 ms), with latencies of 1.25 ms 

for registration and 1.50 ms for authentication. 

The paper is ordered as follows: the related authentication schemes in the IoHT environment are 

presented in Section 2. Backgrounds are in Section 3. The network model is explained in Section 4. 

Moreover, the security model is shwon in Section 5. The proposed scheme and its phases are described 

in Section 6. The performance analysis, simulation, evaluation metrics, key-generation time, LED with 

3-D Lorenz chaotic encryption and decryption time, computational cost and smart contract costs are 

detailed in Section 7. The formal and informal security analyses are presented in Section 8. Finally, 

the conclusion is presented in Section 9. 

2. RELATED WORKS

In 2018, Almadhoun et al. [21] introduced an authentication system that utilizes blockchain-enabled 

fog nodes and Ethereum smart contracts to address the capacity constraints of the IoT, grant access to 

IoT devices and verify users. This method enables the system to expand its capacity by using fog 

nodes for computational operations. Although the scheme offers strong security, it does not align with 

the requirements of most IoT connectivity scenarios. This work has limitations, such as computational 

overhead, because the integration of the blockchain with a smart contract may not be suitable for all 

IoT devices, especially those with limited processing power. Moreover, in terms of scalability and 

security vulnerabilities, it is not entirely immune to attacks; there are potential vulnerabilities in smart 

contracts. 

In 2018, Mehmood et al. [22] proposed a mutual-authentication method and key-agreement 

methodology utilizing chaotic maps and Diffie-Hellman key exchange. The suggested solution 

guarantees that only authorized healthcare professionals can retrieve patients’ health data collected 

through body sensors in the medical system. This paper has major limitations, particularly in terms of 

computational complexity. The technique used in this paper involves complex cryptographic 

operations, which can result in a longer processing time and increased energy consumption. 
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Furthermore, it experiences scalability challenges when it comes to managing a substantial number of 

users and devices. 

Moreover, the scheme’s objective of safeguarding user anonymity is compromised by the privacy 

hazards associated with relying on a centralized cloud. This includes the potential for data breaches 

and unauthorized access to critical health information. Additionally, there is vulnerability in having a 

single point of failure if the cloud server experiences a failure. In 2019, Liang et al. [23] developed a 

blockchain-powered system for managing and verifying identities. The system’s goal is to enhance 

patient-data confidentiality while allowing more flexibility in accessing health records. This study has 

limitations in scalability due to the degradation of the blockchain performance as the number of 

transactions increases, resulting in significant implementation challenges in the healthcare sector. 

Furthermore, it poses data-privacy concerns. In 2020, Cheng et al. [24] created a blockchain-based 

multiple-identity authentication system for a safe medical-data exchange model that did not require a 

third party. This paper has limitations. The ability to scale large-scale blockchain applications faces a 

hurdle, as the performance of the technology can deteriorate with the growing volume of medical data. 

The complexity of integrating blockchain technology into current medical-data systems is an intricate 

process that necessitates substantial modifications to the existing-infrastructure issues with the 

protection of personal information. Despite the security aspects of the blockchain, ensuring complete 

data privacy remains a tough task. 

In 2021, Wu et al. [25] examined the security of different authentication techniques. Their study 

showed that the examined schemes were susceptible to established attacks, such as session-specific 

temporary data, user impersonation and server impersonation. The examined scheme utilized formal 

and informal security studies, both of which verified its lack of security. However, as the numbers of 

servers and users increase, the scheme may face scalability issues, potentially affecting the overall 

efficiency and performance. In 2021, Guo et al. [26] provided FogHA, a lightweight cryptographic 

primitive for fog computing and an undetectable handover-authentication strategy. This system 

facilitates managing keys and mutual authentication among a mobile device and fog computing by 

removing redundant authentication messages. The method includes characteristics, like untraceability, 

anonymity and low latency, making it secure against attacks from insiders. Opponents can utilize the 

untraceability and anonymity characteristics to carry out attacks without being identified by the 

system. This paper has limitations. Scalability refers to the ability of a system or process to handle an 

increasing amount of work or data efficiently and effectively. The approach may face challenges when 

expanding to a significant number of devices due to the inherent computational and communication 

burdens associated with fog nodes. Furthermore, limitations on the available resources that fog nodes 

possess constrain the processing resources in comparison to cloud servers, potentially impacting the 

performance and efficiency of the authentication process. Moreover, in terms of security vulnerability, 

the scheme’s objective is to offer reliable authentication; however, achieving a satisfactory 

equilibrium between security and performance can be difficult, especially in contexts with limited 

resources. 

In 2021, Javed et al. [27] introduced blockchain-based decentralized identity control using smart 

contracts for electronic health records, having been the focus of various research investigations, such 

as Health-ID for remote healthcare and Health-ID for EHRs. Additionally, a blockchain-enabled 

authentication method was created to reduce the necessity of re-authentication across multiple 

hospitals, enhancing efficiency and reducing the time overhead for devices with constrained 

processing and memory capabilities. This paper has limitations, including challenges related to the 

ability of a system or process to handle increasing amounts of work or data efficiently. Although the 

suggested blockchain-based approach improves security and decentralization, the ability of blockchain 

networks to handle large amounts of data and transactions is still a matter of concern. The 

performance measures, such as the transaction gas cost and the transactions per second, suggest that as 

the numbers of users and transactions grow, the system may experience delays and incur larger 

operational expenses. In addition, the report acknowledges that although the blockchain has the 

potential to improve openness and trust, but it is challenging to ensure that all players comply with 

healthcare rules and privacy requirements. This is especially crucial in varied regulatory landscapes 

spanning multiple regions and nations. 

In 2022, Chen et al. [28] proposed a method to shorten the time taken for authentication. The method 
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consists of two parts; complete authentication and lightweight authentication. For complete 

authentication, they used CP-ABE to ensure confidentiality. For lightweight authentication, they 

utilized the hash function and XOR gate. This method enabled the creation of a physiological sensing 

device with a lower computing ability that can handle parameter calculations. They used the patients’ 

information as seeds for a random-number generator. Finally, this method uses a third party and does 

not take advantage of the blockchain to make the security mechanism robust. In 2022, Umoren et al. 

[29] implemented blockchain smart contracts to tackle user authentication and other limitations in IoT

and fog technology. The decentralized fog-computing framework incorporated scalability, 

immutability and secure authentication for fog devices. Additionally, it addressed issues of 

immutability and scalability in fog computing. The scheme provides robust security, but does not meet 

the needs of typical IoT connectivity scenarios. The proposed system’s implementation is not 

sufficiently covered in the study. More precisely, the data structure and code offered lack clear 

explanations, which may impede the ability of other researchers to replicate and advance the work. 

Moreover, the description of the experimental setup and performance measures is insufficient. In order 

to properly validate the findings, it is necessary to provide more comprehensive explanations of the 

simulation model and the results. The discussion lacks a thorough comparison between the suggested 

method and existing solutions. An extensive evaluation considering factors, such as the resilience to 

attacks, computational cost, calculation time and communication overhead would offer a more 

thorough understanding and verification of the suggested approach. 

In 2023, H. Miriam et al. [30] introduced the LGE-HES algorithm to improve blockchain-based 

healthcare cybersecurity, focusing on securing medical-image data. Simulations show that the method 

achieves high PSNR (63 dB) and minimal MSE (0.003) while optimizing encryption and decryption 

times. Compared to standard approaches, it effectively identifies 94.9% of malicious communications. 

The results demonstrate superior image secrecy, suggesting future exploration of hybrid optimization 

techniques for enhanced security scalability. In 2024, Alsaeed et al. [20] introduced a method to 

address issues, like scalability and time; they proposed group authentication utilizing Shamir’s secret-

sharing (SSS) algorithm, ECC, fog-based computing and a multi-level blockchain to implement 

lightweight and scalable group authentication in the IoMT. The evaluation test shows good scalability 

and time efficiency, but although there are many good aspects to this method, one of the foundations 

of healthcare systems is missing: a robust authentication mechanism for users, particularly 

administrators and patients. In addition, handling the enormous number of devices and sensors 

presents difficulties for the ECC algorithm. Thus, we used the chaotic algorithm to solve this problem. 

The next section examines the current authentication schemes and systems used in IoT and fog 

environments and explores how blockchain technology might be used to improve security and 

decentralization. However, the majority of the centralized systems are constrained by limits in terms of 

scalability, security and privacy. Additionally, some of the schemes rely on a centralized fog and IoT 

authentication system, which also has its own limitations. We provide a lightweight authentication 

scheme over fog computing for a blockchain-based IoHT system. Furthermore, the proposed work 

employs the blockchain in the fog-computing layer to allocate the IoHT into fog areas. Additionally, 

we utilized a 3-D chaotic cryptosystem to provide a higher level of scalability and efficiency. Finally, 

Table 1 provides a comparison of some different related schemes. 

3. BACKGROUNDS

3.1 Blockchain Technology 

In 2008, Satoshi Nakamoto introduced blockchain technology, as well as its distributed decentralized 

network which functions as a network of independent networks responsible for managing a collection 

of time-stamped documents. The blockchain’s structure comprises interconnected blocks secured 

through fundamental cryptography. This technology operates on three core principles: transparency, 

decentralization and immutability [31]. Blockchain’s decentralized nature allows secure, reliable data 

sharing in IoT, popular in mutual authentication. It serves as a dependable platform for authentication 

systems and secure storage. These advantages make use of blockchain technology in healthcare with 

several benefits [32]. It is a sensible decision,  particularly because the healthcare sector has prioritized 

patient-data security due  to technological advancements. Moreover, various experts have concluded 
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that incorporating blockchain technology into the healthcare industry would be a feasible solution 

[33]. The blockchain is a secure method of exchanging information. It comprises a series of 

interconnected blocks that store encrypted data. Each block includes the data, its cryptographic hash 

and the hash of the preceding block [34], as illustrated in Figure 1.

Table 1. Comparison of different related schemes. 

Authors Year Problem Contribution Technique Platform 

Almadhoun 

[21] 

2018 IoT devices are vulnerable 

to security breaches; 

centralized authentication 

systems are prone to single 

points of failure. IoT 

devices lack the capacity to 

secure themselves; high 

latency and 

communication overhead 

in IoT-cloud interactions. 

Proposed a decentralized and 

scalable authentication mechanism 

using blockchain-enabled fog 

nodes and Ethereum smart 

contracts for authenticating user 

access to IoT devices; introduced 

a system where fog nodes handle 

authentication tasks, relieving IoT 

devices from heavy computational 

loads. 

Blockchain, 

Fog Computing, 

Ethereum Smart 

Contracts, 

Elliptic Curve 

Cryptography 

Ethereum, 

Remix 

IDE 

Cheng et al. 

[24] 

2020 Difficulty in secure sharing 

of medical data due to 

reliance on trusted third 

parties in Medical Cyber 

Physical Systems (MCPS). 

Proposed a blockchain-based 

secure medical data sharing 

scheme that ensures data integrity, 

untraceability and secure 

authentication without relying on 

trusted third parties. 

Utilized bilinear mapping and 

intractable problems for secure 

authentication. 

Blockchain, 

Bilinear Mapping, 

Cloud Storage 

Blockchain, 

Cloud 

Storage 

Guo et al. 

[26] 

2021 High latency and security 

issues in handover 

authentication for mobile 

devices in fog computing. 

Proposed FogHA, an efficient 

handover authentication scheme 

for mobile devices in fog 

computing, ensuring mutual 

authentication, key agreement and 

resistance to known attacks. 

Lightweight 

cryptography, 

Symmetric 

trivariate 

polynomials, 

hash functions 

Fog 

Computing 

Javed et al. 

[27] 

2021 Centralized identity 

management in eHealth 

restricts interoperability 

and security. 

Proposed a decentralized identity-

management system for remote 

healthcare using blockchain. 

Blockchain, 

Smart Contracts, 

JSON Web 

Tokens (JWT) 

Ethereum 

Blockchain 

H. Miriam

et al. [30] 

2023 Ensuring the cybersecurity 

of blockchain-based 

healthcare systems is 

challenging due to 

vulnerabilities in medical-

image data and the need 

for robust encryption 

mechanisms. 

The proposed LGEHES 

algorithm enhances the 

cybersecurity of blockchain in 

healthcare by optimizing 

encryption and decryption 

processes while preserving 

medical-image quality and 

resisting malicious attacks. 

The LGE-HES 

algorithm 

integrates 

Lionized Golden 

Eagle 

optimization with 

homomorphic 

encryption 

Blockchain 

-Healthcare

N. Alsaeed

[20] 

2024 IoMT faces security 

challenges due to limited 

computational and storage 

capacities, making 

traditional authentication 

methods unsuitable for 

large-scale, time-sensitive 

systems. 

proposed a lightweight and 

scalable group-authentication 

framework for IoMT systems 

using blockchain technology, 

enhances efficiency and 

scalability, achieving 0.5-second 

latency and 400 transactions per 

second. 

ECC for 

lightweight and 

(SSS) algorithm 

for secure secret 

construction and 

group 

authentication 

IoMT- 

Blockchain 

Figure 1. Blockchain. 
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3.1.1 Architecture 

Let’s use the following Figure 2, which illustrates the entire process of a transaction being sent from a 

user on the blockchain network, to better understand the blockchain architecture. 

 Once a user initiates a transaction on a blockchain network, it is disseminated to all nodes within

the network. Every node maintains a complete replica of the blockchain, which is instrumental in 

the verification process. All connected nodes collaborate to ensure that the block encompassing 

the user’s transaction remains unaltered. If the validation process is successful, the nodes append 

that block to their version of the blockchain. 

 To append a fresh block to the blockchain, consensus must be achieved amongst the network

nodes regarding the validity of the blocks. This agreement is attained via a validation procedure 

that employs precise algorithms to authenticate the transaction and confirm the sender’s 

membership in the network. 

 Once the validation process is completed, the block is added to the blockchain.

 Subsequently, when the whole validation process has been completed, the transaction is

considered finalized. 

Figure 2. An overview of blockchain architecture. 

3.1.2 Consensus Algorithm 

For a block to become a part of the blockchain, it must follow specific consensus guidelines. To 

ensure this, blockchain technology employs consensus algorithms. In the Bitcoin network, Nakamoto 

[31] introduced the Proof of Work (PoW) algorithm, which is now the most commonly used consensus

method. The fundamental idea behind this algorithm is that since multiple nodes or users are present 

on a blockchain network, any transaction request made by a participating node must be computed 

before it can be added to the network. The nodes responsible for performing these calculations are 

called miners and this process is known as mining [35]. 

3.1.3 Key Features of Blockchain 

1) Decentralization: Blockchain distributes information throughout the network as opposed to

concentrating it in one place. Additionally, this means that information control will be dispersed 

and managed by consensus determined by the collective input of all connected nodes on the 

network. Nowadays, several reliable organizations handle the data that was previously centralized 

at one location [36]. 

2) Data Transparency: To achieve data transparency in any technology, relationships based on trust

must exist between entities. The relevant data or record needs to be safe from heat and secure. Any 

data stored on the blockchain is dispersed throughout the network rather than being concentrated 

in one location or under the control of a single node. Since data ownership is now shared, it is 

transparent and protected from outside interference.  

3) Security and Privacy: Blockchain technology employs cryptographic functions to provide

security to the nodes connected to its network. It uses the SHA-256 algorithm for the hashes stored 

on the blocks, known as the "secure hash algorithm" (SHA), which ensures data integrity and adds 

security to the blockchain. Digital data is assigned checksums through strong one-way functions 

called cryptographic hashes, rendering them unusable for data extraction. This makes blockchain a 

decentralized and secure platform, using cryptographic techniques to safeguard user privacy, thus 

making it a reliable option for applications that require privacy protection [37]. 
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3.2 Fog Computing 

Industry first used the term fog computing to refer to the fundamental architectural concept of the 

technology: fog is a region that lies between the ground, where user devices are located and the cloud 

or data centers. In general, fog is referred to as a decentralized distributed computing system in which 

various fog devices are owned by various entities and organizations can interact with the system from 

various locations, including smart hubs, hospitals, schools and airports. [38] Fog computing’s 

topology is the geographically dispersed nodes that carry out computation and providing network and 

storage services is its primary feature. In addition to standard network features, fog-computing 

resources can be incorporated into network gateways, routers and access points. Additionally, there 

might be specific fog-computing nodes, such as edge computing [39]. The following is a description 

of the main characteristics of fog computing [40]-[41]. 

1) Adaptability: This consists of multiple fog devices and network sensors that provide storage and

perform computing tasks. 

2) Reduced latency: Fog computing’s proximity to edge devices shortens the time taken for

information to be computed with those devices and helps the host-fog devices respond to position 

queries at multiple sites. 

3) Physical distribution: Fog computing presents distributed applications and services that are hosted

in various locations. 

4) Compatibility: Fog modules can be used across a variety of platforms and service providers.

3.3 Chaotic Cryptography 

Within systems, security is of the utmost importance. It is critical to ensure security, confidentiality, 

data-origin authentication, message integrity and non-repudiation of origin. The use of symmetric and 

asymmetric cryptographic algorithms is the foundation for improving message security over unsecured 

networks [42]. There has been a noticeable increase in the exploration of chaos-based cryptography in 

recent years, driven by a renewed interest in leveraging chaotic systems for various applications. Our 

work will utilize chaotic systems, such as the use of the logistic map for key pair generation, the beta-

transform for key exchange and the integration of the Lorenz system for encryption and decryption 

[42]. 

4. NETWORK MODEL

Before delving into the intricate details of our proposed IoHT system, understanding the fundamental 

assumptions that form the foundation of this initiative is critical. These fundamental premises hold 

significance in blockchain-based authentication systems, serving as pivotal reference points. 

 In the context of fog computing, the ecosystem comprises a wide range of both mobile and

stationary devices, such as smartphones, sensors, embedded systems and stationary edge servers. 

These devices are intricately interconnected across a multitude of communication networks. 

 The device used by registered users is adept at integrating and utilizing blockchain technology,

thereby enhancing the system’s functionality. 

 To fulfill its role effectively, a fog server must meet specific pre-requisites, including the

capability to host the blockchain and function as a server or node within the network architecture. 

 The smart contracts are expected to execute the critical functions of device and user registration

and authentication, playing a pivotal role in the seamless operation of the system. 

The network model consists of four layers. These layers are shown in Figure 3 and explained below. 

4.1 User Layer 

A system user is a person who realizes the way to use system resources effectively. Users have distinct 

roles and attributes within the system that allow them to be identified. Patients, doctors, nurses, 

administrators and others are among those who interact with the system. Their primary responsibility 

is to interact with the system in order to perform essential functions, such as creating, reading, 

updating, deleting, accessing and managing medical records. 
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4.2 Edge-device Layer 

In this layer, the IoHT ecosystem serves as a crucial and essential component, fulfilling diverse roles, 

such as gathering, managing data computation, secure storage and initial processing of IoHT sensor 

information. Its primary function involves meticulously safeguarding and organizing data, ensuring its 

integrity and security before transmission to the fog-computing infrastructure. 

4.3 Fog-computing Layer 

This layer includes more than one fog servers that act as blockchain nodes and devoted servers to 

support the decentralized blockchain infrastructure. These devices ensure secure information 

transmission from IoHT gadgets even as additionally retaining synchronized copies of the blockchain, 

ledger and smart contracts. The elaborate interplay of fog computing and blockchain enhances the 

latency, reduces the time cost and adds another layer of security. 

4.4 Cloud Layer 

A large quantity of data is generated inside IoHT sensors and gadgets. The cloud computing proposes 

as a robust actor with its extremely good computational skills, substantial storge capacity and strong 

bandwidth. It serves as an infrastructure that is specifically designed to store, compute and examine 

significant amounts of data. The cloud layer is responsible for the registration and approval of all of 

the fog servers, users and IoHT devices. Additionally, our scheme allowed the authorized users to 

communicate with other nodes which include cloud servers, fog servers, users and IoHT gadgets. 

Furthermore, the scheme employs a blockchain structure and smart contracts that hold an essential 

position in enhancing security and privacy. 

 Blockchain: Operates as a decentralized authority for identifying and registration of all entity and

IoHT devices. Authentication and identity procedures are controlled through smart contracts 

included in the blockchain infrastructure. Utilizing blockchain technology, every fog server 

authenticates IoHT gadgets and customers within its location. Significantly, the blockchain 

remains on hand throughout all layers of the system architecture. 

 Smart Contract: It’s self-executing codes on blockchains, replacing centralized oversight in

transactions. All contract executions are publicly documented, ensuring transparency across 

network nodes. Blockchain’s allotted records storage, secure protocols and consensus mechanisms 

extensively boost protection and streamline system gadget performance, decreasing time and 

charges. To register and manage the identities of all IoHT devices and users, the proposed scheme 

incorporates blockchain technology. Each fog server takes on the responsibility of authenticating 

IoHT devices in its network. Furthermore, the architecture is intended to address the scalability 

concerns inherent in blockchain-based authentication schemes, ensuring support for the IoHT 

system’s scalability requirements. 

5. SECURITY MODEL

In the healthcare part, security is the predominant concern, exerting a profound influence on the 

reliability and confidentiality of devices and services. Consequently, there is a compelling necessity to 

initiate the proactive development of comprehensive solutions aimed at fortifying these systems 

against a wide array of potential threats, as substantiated by [43]. Subsequently, our discussion will 

pivot towards an examination of prevalent attacks directed at IoHT systems, thereby enhancing our 

understanding of the security challenges inherent in the healthcare sector. 

Certain security requirements must be satisfied by authentication techniques used in wireless 

networks. These characteristics enhance the feasibility of implementing any proposed plan in the 

wireless body-area network (WBAN) environment. The Canetti-Krawczyk (CK) model allows the 

formal development and analysis of the suggested scheme. In addition, the proposed system must 

possess numerous crucial security attributes [44]-[45]. 

5.1 Security Requirements 

Mutual Authentication: To safeguard sensitive information from potential interception by evil 

individuals, all parties must authenticate their identities before any data transfer [46]. 
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 User Identity Anomaly and Untraceability: Anonymity is attained by the consolidation of a

legitimate user’s personal information in a manner that prevents an unauthorized individual from 

discovering or identifying the user. 

 Forward Secrecy: It guarantees that the key used for the current session is distinct and will not be

vulnerable to unauthorized access. Additionally, it prohibits the utilization of a primary session 

key for initiating a fresh session. 

 Unlinkability: It is a private attribute that is effective when an attacker is unable to differentiate

between two or more components of a system. Consequently, the attacker is unable to breach the 

system or improperly exploit it. This attribute is crucial in identifying systems. For example, an 

attacker may be unable to establish a connection between the contents of any communications, 

multiple sets of login credentials or multiple bank withdrawal transactions [47]. 

 Scalability: The constituents of an authentication system should possess the ability to adapt and

evolve following alterations in the surrounding environment [48]. 

5.2 Threat Model 

The attacker can execute the following threats: 

 Distributed Denial-of-Service (DDoS) Attack: This attack represents a form of network

manipulation characterised by the deliberate inundation of a targeted system with an 

overwhelming volume of network traffic, surpassing its operational capacity. As a consequence, 

these attacks cause a significant increase in the workload of the system [49]. 

 Man-in-the-Middle (MITM) Attack: This attack is a security threat that aims to compromise the

privacy and integrity of data exchanged during a session. In this type of attack, an adversary 

strategically positions him/her self between two communicating hosts, intercepting and potentially 

modifying the data traffic, thereby breaching both confidentiality and integrity [50]. 

 Insider Attack: This attack occurs when an individual who possesses authorised access to an

organization’s systems, data or network deliberately compromises the privacy, accuracy or 

availability of sensitive information or resources for personal gain or malicious intent [51]. 

 Eavesdropping Attack: An attacker can access IoHT network traffic and read the contents of

messages being transmitted across the network by using an eavesdropping attack. The payload and 

wireless session are passively observed by the attacker. If the communication is encrypted, the 

attacker may eventually be able to decrypt it [52]. 

 Impersonation Attack: To obtain the information that an attacker is not authorized to access,

he/she assumes the identity of another person or impersonates a legitimate IoHT user (or group of 

users) or server [53]. 

 Replay Attack: This type of attack accesses the WLAN using phony authentication sessions and

does not occur in real time. The attacker initially obtains a session’s authentication. The attacker 

then replicates the initial session, changing or tampering with it [43]. 

6. PROPOSED SCHEME

Our work focuses on four main phases: Setup, Registration, Login and Authentication and Secure 

Construction. Furthermore, the environment of the proposed scheme consists of four main components: 

Health Cloud Server (HCS), Fog Service Provider (FSP), Blockchain (BC) and Wireless Body Area 

Network (WBAN) depending on three layers: IoHT sensors layer (Si = S1, S2, S3, , Sn), Personal 

Devices Layer (Pdi) (like mobile phone, Computer, tablet, …etc.) that use by (admin(ADMi)), 

patient(Pi)) and doctor(Dri))), and Internet layer (such as gateway or FSP layer). Figure 3 explains the 

major components of our work. 

6.1 Setup Phase 

During this phase, HCS is regarded as the primary entity accountable for managing and enrolling 

users, FSP and IoHT devices. Each user and IoHT device obtains the shared key (SK) locally by 

implementing a key-exchange protocol based on a chaotic logistic system to guarantee security. 

The HCS employs a highly secure cryptographic hash function, known as the h(.) function, 

implemented through SHA-256 which is a member of the SHA-2 family and plays a main role in 
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verification and anomaly for major parameters. Additionally, our proposed scheme uses CTRmode 

for the Encryption function (Enc()) and the Decryption function (Dec()). 

Figure 3. The proposed scheme’s architecture. 

6.2 Registration Phase 

This sub-section describes the user-registration process of our proposed scheme; we focus on the 

FSP, IoHT devices and administrator, patient and doctor registration. Each user must provide 

valid information (username, password, wallet address, …etc.) one time. The user data is hashed 

and stored. Below is a description of the registration process. 

6.2.1 Nodei Registration 

First, each nodei (FSP, Pdi, IoHT sensor Si .......... etc.) generates its own private key (nodei_pr) and 

public key (nodei_pu) using the chaotic system. The following step explains nodei registration process. 

Step 1: nodei selects an identification nodeiID and time (Ts) and sends a registration request to the 

HCS{nodeiID, Ts, nodeipu}. 

Step 2: HCS checks the freshness of the received request by calculating T′s - Ts ≤ Ts, where T′s 

denotes the request-receiving time and represents the acceptable difference between T’ and T.  

Step 3: HCS classifies the nodeiID to add to related list, such as (FSP list, pdi list, Si list) then, 

Save {nodeiID, nodeipu, HCS pu} in the BC. 

Step 4: HCS checks if registered nodeiID its IoHT device (pdi), then need to assign to the FSP, then 

send {HCS pu, Pdipu, FSP pu} to BC. 

Step 5: After assigning pdi to the FSP, finally the registration of nodei is successful. 

6.2.2 Administrator Registration 

The administrator (ADMi) is in charge of controlling the system components in the healthcare 

domain. As a result, the administrator must register specific details, such as (username (UnADMi ), 

address (AdADMi), phone number (PnADMi ), password (PwADMi ), wallet address (WaADMi) and 

fingerprint FnADMi)) in the HCS once and generates the private key (ADMipr ) and public key 

(ADMipu ) based on the chaotic system as described in sub-section 6.1. Furthermore, ADMi 

computes the shard key (SKADMi). Then, HCS submits the following set of steps.

Step 1: The HCS computes the following anonymous parameters based on the following: 

1) Un′
ADMi = h (UnADMi).

2) Pw ′
ADMi = h(PwADMi || UnADMi)

3) F ′nADMi = FEX-ADM (FnADMi ), where FEX-ADM is the function used for fingerprint pre-

processing and feature extraction and then returns the feature-extraction vector; as a result, it 

refers to level 2 of the administrator’s fingerprint-feature extraction. 

Step 2: The HCS generates the shared key (SKADMi) to encrypt Enc (.) / decrypt Dec (.) data based on 

symmetric key encryption Counter (CTR) based on the chaotic system. 
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Step 3: The HCS assigns admin (ADMi) information to the fog server FSPID that connects within the 

same area. 

Step 4:  The HCS sends ADMi information {Pw′ADMi, Un′ADMi Fn′ADMi} to the Blockchain by calling 

the smart-contract registration method. 

6.2.3 Patient Registration 

In this part, the patient (Pi) who wishes to register in the system must do the following steps. 

Step 1: The patient should register his/her information such as (username (UnPi ), address (AdPi ), 

phone number (PnPi), password (PwPi), wallet address (WaPi), type of disease TdPi)) in the HCS 

computed HPPi anomaly by calculating HP Pi = H (UnPi || PwPi), then stores it in the BC through a 

smart contract. 

Step 2: The patient generates the private key (Pipr ) and public key (Pipu ) based on the chaotic system.  

Step 3: The patient computes a shared key (SKPi), ensuring that the encryption (Enc(.)) and decryption 

(Dec(.)) processes for safeguarding Si sensitive health information data are carried out with a robust 

key based on the chaotic logistic system. 

Step 4: HCS creates an Electronic Health Record (EHRPi) with all of the aforementioned medical 

information associated with a new patient. 

Step 5: HCS assigns Patient (Pi) information to the fog server FSPID that connects within the same 

area. 

Step 6: HCS sends the patient (Pi) information (HP Pi) to the BC by calling the smart contract. 

6.2.4 Doctor Registration 

At this time, the doctors (Dri) send a registration request to HCS with their personal information, such  

as (username (UnDri ), address (AdDri), phone number (PnDri), password (PwDri), wallet address (WaDri) 

and specialization (SpDri)) in the HCS once, which then generates the private key (Dripr) and public key 

(Dripu) based on the chaotic system as described in sub-section 6.1. HCS impalement HDDri = h (UnDri 

|| PwDri), after that, HCS sends the information (HDDri) above to the Blockchain to register the new 

doctor. 

6.3 Login and Authentication Phase 

In this phase, once all entities are registered, the login and authentication phase of user, like 

Administrator, Patient, Doctor, is describe below. 

6.3.1 Administrator Login and Authentication 

Here, the main interaction occurs between the two basic parts (FSP) and the system administrator 

(ADMi). Through this structure, all system privileges are linked with ADMi accessed and overseed 

critical processes and system components overseen; the phase is defined as follows: 

1: ADMi inputs UnADMi, PwADMi and selects a ri ∈ Z∗. Then, ADMi computes A = h (UnADMi) and 

HAADMi=h(PwADMi∥UnADMi∥h(ri)). 

2:  ADMi encrypts (ri) using the SKADMi, 𝐸 = 𝐸𝑛𝑐𝑆𝐾𝐴𝐷𝑀𝑖
(𝑟𝑖).

3:  ADMi submits the login request   HAADMi, E, A to the FSP as the first factor. 

4: When the FSP obtains the login credentials from ADMi, it performs the following verifications: 

a. FSP checks if A =?  Un′ADMi. If true, the FSP retrieves r′i, where 𝑟𝑖
′ = 𝐷𝑒𝑐𝑆𝐾𝐴𝐷𝑀𝑖

(𝐸).

b. The  FSP  fetches 𝑃𝑤′
𝐴𝐷𝑀𝑖

 from  the  BC,  calculates  𝐻𝐴′
𝐴𝐷𝑀𝑖

= ℎ(𝑃𝑤′
𝐴𝐷𝑀𝑖

‖ℎ(𝑟𝑖
′)),  and

verifies  if 𝐻𝐴𝐴𝐷𝑀𝑖=? 𝐻𝐴′
𝐴𝐷𝑀𝑖

. If the verification passes, the FSP sends a challenge vc via email

to Admin. 

5: Upon receiving vc′ from FSP, ADMi evaluates L= h(FEX-ADM (𝐹𝑛𝐴𝐷𝑀𝑖
′ )⨁vc′⨁h(ri)) and

transmits L to FSP. 

6:  When FSP obtains L from ADMi, it retrieves FnADMi from the BC and computes L′ = h( 𝐹𝑛𝐴𝐷𝑀𝑖
′ ⊕

𝑣𝑐′⊕ h(𝑟𝑖
′ ). The FSP then compares L and L′. If L == L′, the FSP confirms the successful

authentication of ADMi, granting access to the system’s resources and services. Otherwise, the login 

process is denied. 
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Remark 1: Even though our work used fingerprints, it can also deal with biometric-based 

authentication methods, such as facial recognition, iris scanning, keystrokes and voice authentication. 

6.3.2 Users’ (Patients’ and Doctors’) Login and Authentication 

At this stage, the user (Ui) requests access to the system’s resources and services by providing valid 

credentials, outlining the procedural steps as follows: 

1: Ui inputs UnUi, PwUi  and selects a ri ∈ Z∗. Additionally, it computes 𝐴 = ℎ(𝑈𝑛𝑈𝑖
) and 𝐻𝑈𝑈𝑖

=

H(𝑃𝑤𝑈𝑖
‖𝑈𝑛𝑈𝑖

‖h (𝑟𝑖)).

2: Ui encrypts ri using SKUi , 𝐸 = 𝐸𝑛𝑐𝑆𝐾𝑖
(𝑟𝑖) via symmetric encryption.

3: Ui submits the login parameters {𝐻𝐴𝑈𝑖
, E, 𝐴} to FSP as the first factor for authentication.

4: Upon receiving login parameters from Ui, FSP validates: 

a. The FSP checks if  𝐴 =? 𝑈𝑛𝑈𝑖

′ . If matched, the FSP retrieves 𝑟𝑖
′, where 𝑟𝑖

′ = 𝐷𝑒𝑐𝑆𝐾𝑈𝑖
(𝐸). 

b. FSP fetches 𝑃𝑤𝑈𝑖

′  from BC, computes 𝐻𝐴𝑈𝑖

′ = h(𝑃𝑤𝑈𝑖

′ ‖h (𝑟𝑖
′)) and verifies whether 𝐻𝐴𝑈𝑖

=

? 𝐻𝐴𝑈𝑖

′ .

If the confirmation is positive, the FSP sends a challenge vc via email to Admin. 

5:  Upon receiving vc′, Ui performs 𝐿 = h(𝑊𝑎𝑈𝑖
⨁𝑣𝑐′ ⊕ h(𝑟𝑖) and transmits L toward FSP.

6:  When FSP obtains L from Ui, it retrieves 𝑊𝑎𝑈𝑖
 from the BC, evaluates 𝐿′ = h(𝑊𝑎𝑈𝑖

⨁𝑣𝑐 ⊕

ℎ(𝑟𝑖
′)), h (r′)), The FSP then compares L and L′. If L == L′, FSP verifies Ui authentication and grants

access to system resources. Otherwise, the login request is denied. 

Remark 2: The login and authentication process for doctors follows procedure for Pi. Dri, necessity 

inputs a valid credential to gain an access to system services, allowing to review 𝐸𝐻𝑅𝑃𝑖
 and making

updates as permitted by roles and privileges assigned by the administrator. 

6.4 Secure Construction Phase 

The initiation of this phase includes the assignment of the responsibility for formulating a construction 

group secret (GS) to the FSP. The procedural steps are outlined as follows: 

1: HCS picks Ts and calls the smart-contract method of the BC to assign FSP by creating the following 

transaction (TR): 

TR {HCSP u, FSPP u, Ts}. 

2: The smart-contract mechanism verifies HCSP u and assesses the transaction’s freshness using the 

criterion T′s -Ts≤ Ts. Subsequently, it validates whether 𝐹𝑆𝑃𝑝𝑢 corresponds to the designated fog server

and, if affirmative, activates FSP. 

3:  NodeFog initiates a request to FSP for the creation of 𝑁𝑜𝑑𝑒𝐹𝑜𝑔𝐺𝑆
 dedicated to its group members.

Following this, NodeFog selects a time (Ts) and employs 𝐹𝑆𝑃𝑝𝑢 to encrypt a message. Subsequently,

NodeFog transmits the encrypted message {E(Msg || Ts)} to FSP. 

4: FSP decrypts the encrypted message {E(M sg || Ts)} through the utilization of FSPP r. 

Subsequently, FSP assesses the timeliness of the message by verifying T′s − Ts ≤ Ts. 

5: Utilizing the smart contract, FSP employs a transaction to retrieve 𝑁𝑜𝑑𝑒𝐷𝑝𝑢
, where (NodeD

represents a medical device), associated with the medical device owned by FSP from the BC.  

TR {FSPPu, 𝑁𝑜𝑑𝑒𝐹𝑜𝑔𝑝𝑢
}.

6: BC responds by sending the public key of the medical device 𝑁𝑜𝑑𝑒𝐷𝑝𝑢
to FSP.

7: FSP selects the present timestamp (Ts) and signs {Si ||Ts} using FSPPr. Consequently, FSP encrypts 

E {(𝑆𝑖 ||𝑇𝑠)}  utilizing the public key of 𝑁𝑜𝑑𝑒𝐷𝑝𝑢
. Then   E {(𝑆𝑖 ||𝑇𝑠)𝑠𝑖𝑔𝑛𝑒𝑑}  signed distributed

across the medical devices (D1, D2, ..., Dn ) affiliated with NodeFog. 

8:  NodeD decrypts (𝑆𝑖 ||𝑇𝑠) using 𝑁𝑜𝑑𝑒𝐷𝑝𝑢
, subsequently validating 𝑆𝑖 ||𝑇𝑠 through FSPPu.

Following this, it performs calculating T′s - Ts≤ Ts. NodeD and saving Si for future utilization. 

9: FSP picks Ts and then uses the method in the SM of BC to calculate: 

TR {FSPPu, NodeFog, NodeGS, Ts)} 

10: BC verifies the validity of FSPPu and evaluates the transaction’s timeliness by applying the 

condition T′s - Ts ≤ Ts. Subsequently, it stores 𝐻(𝑁𝑜𝑑𝑒𝐹𝑜𝑔𝐺𝑆
). In conclusion, the construction of the

secret is completed. 
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7. PERFORMANCE ANALYSIS

In this section, we examine the outcome of the simulation process and the evaluation metrics used in 

our work, with particular attention to the performance assessment of the generation time of private, 

public, encryption/decryption and shared keys. This analysis considers equivalent key sizes for several 

3-D map chaotic public-key cryptosystems and elliptic-curve cryptography (DHECC). Furthermore, 

we explore the computational costs and smart-contract costs. 

7.1 Simulation 

Simulation was conducted using the widely recognized Ganache simulator tool. Ganache enables the 

local deployment of the Ethereum blockchain in a controlled environment, offering developers a 

practical platform for testing and evaluation. The Truffle framework was utilized to test and deploy the 

smart contracts on the blockchain. Node.js was also utilized in the development of the proposed 

framework implemented on a Mac OS 476.0.0.0.0 LTS 64-bit platform, equipped with 8 GB of RAM 

and powered by a Dual-core Intel Core i5 processor operating at 2.7 GHz. 

7.2 Results and Analysis 

To assess the practical effectiveness of the proposed framework across various user roles and 

functionalities, a comprehensive performance evaluation was conducted using Apache JMeter version 

5.6.3. As a widely recognized and robust performance-testing tool, Apache JMeter facilitated an in-

depth analysis of the framework’s capabilities, simulating real-world scenarios to ensure its reliability 

and efficiency. 

7.2.1 Key-generation Time 

The proposed work followed the DHEC key-generator algorithm of Mohammed et al. [54]; the 

proposed chaotic cryptosystem involves a two-part initiation time, encompassing private-key and 

public-key generation times. The private key is derived from a logistic chaotic map and after private-

key generation, the public key is created using a modified three-dimensional beta transform system. 

Figure 4 illustrates a comparative analysis of DHEC key-generation times alongside one-dimensional 

and three-dimensional chaotic key-generation methods. Notably, the DHEC key generator exhibits a 

significantly slower performance than the chaotic cryptosystem’s key generator at equivalent key 

sizes. 

Figure 4. Comparison of DHEC key generation and one-dimensional and three-dimensional chaotic 

key generation [54]. 

7.2.2 LED with 3-D Lorenz Chaotic Encryption and Decryption Time 

In the context of block-cipher encryption and decryption, the utilization of chaotic maps and the LED 

algorithm, as proposed by Hussain et al. [55], is explored. The shared key, generated through the 

chaotic Lorenz map, undergoes a double XOR operation with the state during the encryption process, 

contributing to the creation of ciphertext for a data block. The user-friendly nature of block ciphers is 

acknowledged, with an emphasis on the pivotal role of the key-generation process in determining their 

strength. The enhancement of the LED algorithm through integration with a 3-D Lorenz chaotic map 

amplifies both diffusion and randomization aspects. This augmentation results in the creation of an 

unexpectedly robust key, thwarting potential attacks, such as MITM and scan-based attacks. After 
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|| 

calculating the completion time for 250 blocks, each block with a size of 64 bits takes 19.1400 ms for 

the encryption process and 14.7750 ms for the decryption process. Figure 5 illustrates the amount of 

time taken by the process along the 250 blocks. 

(a) Encryption time (b) Decryption time

Figure 5. (a) Encryption time. (b) Decryption time. 

7.2.3 Computational Cost 

The computational cost serves as a metric for measuring the temporal complexity of the proposed 

methodology within this research paper. Moreover, Table 2 and Figure 6 compare our technique with 

other relevant research endeavors to thoroughly evaluate its computational efficiency. Within the 

scope of our investigation, the proposed protocol delineates four distinct phases: setting, registration, 

login and authentication and secret-construction phases. Our focus will be directed towards analyzing 

the computational requisites specifically associated with the registration and authentication of the 

proposed system, as this is the most frequently accessed and utilized in the context of our research. To 

streamline computational analysis, we establish a clear framework by defining the computational pre-

requisites associated with a verification Tv, one-way hash function Th, symmetric key encryption and 

decryption Tsym, exclusive-or operations as T, the paring operation Tp , signature time Tsign, the 

exponential operation Te, the one-point addition Ta , the concatenation operation T and one-point 

multiplication as Tm [56]-[57]. The performance evaluation of the proposed procedure includes a 

comprehensive comparison with contemporary state-of-the-art schemes, similar to those published in 

prominent publications, such as Arun et al. [58], Wu et al. [25], Jia et al. [59] and Nora et al. [20]. The 

proposed solution clearly outperforms them, except that there is a slight difference in the 

computational-time consumption between our proposed scheme and that of Wu et al. [25]. However, 

Wu et al. failed to meet security features, such as multi-factor authentication, and to provide a 

lightweight and distributed model. Moreover, their method does not use blockchain technology. 

The time duration for various cryptographic operations is summarized as follows: 

The time required for one-point multiplication (Tm) is 2.226 ms, while the pairing operation (Tp) takes 

2.91 ms. The time to generate a signature (Tsign) is 0.085 ms and the exponential operation (Te) takes 

3.85 ms. The concatenation operation (𝑇‖) is highly efficient, requiring only 0.001 ms. Verification 

(Tv) is performed in 0.09 ms and a one-way hash function (Th) takes 0.0023 ms. The time taken for 

encryption/decryption (Tsym) is 0.14 ms, whereas the exclusive OR operation (T) takes just 0.001 ms. 

Finally, one-point addition (Ta) is also completed in 0.001 ms. 

7.2.4 Smart-contract Costs 

Our approach leverages Remix as the tool for smart-contract development, formulating the contract 

through the Solidity language and deploying the compiled contract via the Ethereum Ganache tool. To 

determine the authentic gas costs for individual functions within the smart contract, we employed 

Meta- mask and Ether-scan. Within the Ethereum blockchain paradigm, fees are defined as the gas 

required, aligning with the payment or value essential for the successful completion of each 

transaction or contract execution. A user cannot execute any service and the transaction is deemed 

illegitimate if he/she does not have an active balance on his/her account. The deployment and 

expenditures of our proposed contract occur within the Remix IDE and the Meta-mask software 

cryptocurrency wallet, along with the corresponding blockchain block in Ganache Ethereum. The 

detailed outcomes of the smart contract costs are systematically documented in Figure 5 and Table 3. 

It is obvious from the findings presented in Table 3 that our suggested contract entails reduced costs 
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for both deployment and function requests. 

Figure 6. Computational time compared with those of other schemes. 

Table 2. Relation for the calculation of computational time for registration and login and 

authentication phases. 

Schemes Registration phase Authentication phase Total Time (ms) 

Jia et al. [59] 4Tm+Te+5Th Tp+5Tm+(2n+1)Ta+5Th 26.82 

Wu et al. [25] 8T h+3T +7T || 35Th+11T +30T ||+2Tsym 0.4229 

Arun et al. [58] 2Tm+T h+4T T m+3T +T h+T p+T a 9.6006 

Nora et al. [20] 4Tv+T || 5Tv+2Tsign +4T sym+7T || 1.548 

Our work 2Th+ T || 5zh+2T +2Tsym+2T || 0.3021 

8. SECURITY ANALYSIS

The security analysis and experimental results are explained in this section. Furthermore, the security 

analysis is shown in two ways: the first is a formal analysis using Scyther and the second is an 

informal analysis using the CK threat model [60]-[61]; after that, we determined that the proposed 

protocol achieves greater privacy and security than the alternatives. The GUI is intended for anyone 

who wants to verify or comprehend a protocol. We implemented the proposed system without utilizing 

security functions in the same traditional systems. Figure 7 refers to the traditional system and 

explains its shortcomings. 

8.1 Formal Analysis 

In this sub-section, we officially analyze the proposed system and demonstrate the system’s data 

security against various attacks. By utilizing Symmetric Key Encryption, the crypto-hash function and 

the encryption and decryption function based on a chaotic system, we created a secure system that 

over-comes the disadvantages of traditional methods. Furthermore, as illustrated in Figure 7, the 

results of the proposed system are resistant to well-known harmful attacks. 

      (a)    (b) 
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(c) 

Figure 7. (a) Weakness of the traditional system of user, (b) Admin-verification protocol and 

automatic climes and (c) User-verification protocol and automatic climes. 

Table 3. Smart-contract gas cost. 

Gas Cost Contact Functions 

711699 Deploy contract 

24765 Create_User 

26621 Update_User 

26621 Delete_User 

175029 Add_Document 

8.2 Informal Analysis 

Therom1: The proposed work provides mutual authentication 

Proof: This safety measure indicates that an attacker should be unable to impersonate components of 

the legal system, such as Ui (Admin, Patient and Doctor). The following six steps were used in this 

work to authenticate: 

1: Ui inputs their UnUi, PwUi and selects a ri ∈𝑍𝑛
∗ . Additionally, it computes A=h(UnUi) and

HUUi=H(PwUi‖𝑈𝑛𝑈𝑖‖h (𝑟𝑖)).

2: Ui encrypts ri using SKUi, 𝐸 = 𝐸𝑛𝑐𝑆𝐾𝑈𝑖
(𝑟𝑖) via symmetric encryption.

3: Ui submits the login parameters {𝐻 𝐴𝑈𝑖 , 𝐸, 𝐴} to FSP as the first factor for authentication.

4: Upon receiving login parameters from Ui, FSP validates: 

a. The FSP checks if A =?  Un′Ui . If matched, the FSP retrieves r′i, where 𝑟𝑖
′ = 𝐷𝑒𝑐𝑆𝐾𝑈𝑖

𝐸.

b. FSP fetches 𝑃𝑤𝑈𝑖
′  from BC, computes H A′Ui = h(𝑃𝑤𝑈𝑖

′  ∥h(𝑟𝑖
′)) and verifies whether H AUi =?

H A′Ui. If the confirmation is positive, FSP issues a challenge VC to Ui via email. 

5: Upon receiving VC′, Ui evaluates L = h(WaUi⨁vc′⨁h(ri)) and transmits L toward FSP. 

6:  When FSP obtains L from Ui, it retrieves WaUi from the BC, evaluates L′ = h(WaUi⨁vc⨁h (𝑟𝑖
′)),

the FSP then compares L and L′. If L == L′, FSP verifies Ui authentication and grants access to system 

resources. Otherwise, the login request is denied. 

As a result, our proposed scheme accomplishes mutual authentication between the two entities (Ui, 

FSP). Otherwise, the current phase is rejected. 

Therom2: Our proposed work aims to provide support for user anonymity. 

Proof: Using C.K. adversary’s perspective, an adversary has difficulty revealing the user’s 

identity/password. 

To reflect anonymity, checking the identity of login information transmitted among system 

components is currently required. Because the crypto hash function is integrated with ri, which the 

attacker cannot identify, he/she cannot decipher the user’s identity if he/she eavesdrops on the login 

request. Furthermore, the system generates a unique hash for every login request made by a user 

depending on the random number ri. During the period of login and authentication phase, Ui sends the 

login request {𝐻 𝐴𝑈𝑖 , 𝐸, 𝐴} to the FSP as a first authentication factor. Thus, it has been encrypted using

a shared key that is known by Ui and FSP only. 

An attacker finds it challenging to identify the user and is unable to recover the shared key, which is 

created just once for each login attempt. This suggests that our proposed scheme can support user 
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anonymity. 

Therom 3: Our proposed work can provide unlikability. 

Proof: This feature confirms that an individual can make many login attempts to the FSP to access 

resources and services without anybody else being able to link the logins together and identify the 

individual. Under the suggested plan, whenever he/she wants to access the system, he/she sends 
{𝐻 𝐴𝑈𝑖 , 𝐸, 𝐴} to FSP. Thus, the basic elements of {𝐻 𝐴𝑈𝑖 , 𝐸, 𝐴} are constructed once using the

following set of points: 

a. The FSP verifies whether A =?  UnUi. If they match, the FSP restores the 𝑟𝑖
′, where 𝑟𝑖

′ =
𝐷𝑒𝑐𝑆𝐾𝑈𝑖

(𝐸).

b. The FSP obtains PwU′    from the BC, calculates HA′Ui = h(𝑃𝑤𝑈𝑖
′ ∥h(𝑟𝑖

′)  and checks if HAUi=

HA′Ui. If the values match, the FSP sends a challenge, which is typically delivered via email. 

c. After receiving VC′, Ui evaluate L = h(WaUi⨁VC′⨁h(ri)) and transmits L back to the FSP.

d. Upon receiving L from Ui, the FSP retrieves WaUi from the BC, performs L′ =

h(WaUi⨁VC⨁h(𝑟𝑖
′)), the FSP then compares L and L′. If L == L′, FSP performs Ui

authentication and grants access. Otherwise, the login process is denied. 

Therom 4: Our suggested work can guarantee forward secrecy. 

Proof: During the login and authentication phase, the widely used session key relies on SKUi. Even if 

the shared key is revealed or leaked, our suggested system protects the password. The shared key SKUi 

is only generated once based on VC, so even if an attacker discloses it, the system’s authentication 

remains secure during subsequent login attempts. It is very difficult for an opponent to determine the 

random number and password, as well as the characteristic of the crypto one-way hash function HUUi 

= h (PwUi || UnUi || h(ri)). Furthermore, this is the case if a malicious party can intercept all messages 

that are sent {𝐻 𝐴𝑈𝑖 , 𝐸, 𝐴}, since these parameters are created just once for each user’s login request,

so he/she won’t be able to use them again to log into the system. Consequently, absolute forward 

secrecy is guaranteed by our suggested scheme. 

Therom 5: Our suggested work can resist MITM attacks. 

Proof: A Man-in-the-Middle attacker intercepts, alters and resends all information during a 

conversation, without the knowledge of the participants. We presume that the attacker has obtained 
{𝐻 𝐴𝑈𝑖 , 𝐸, 𝐴}and changed it as {𝐻𝐴𝑈𝑖

∗ , 𝐸∗, 𝐴∗}. The modified settings are ineffective and do not work

because the FSP verifies A and finds (A≠A∗), where A represents user identity.  Additionally, the 

request {𝐻 𝐴𝑈𝑖, 𝐸, 𝐴} is generated once for each login. Thus, our suggested work does not allow

MITM attacks. 

Therom 6: Our proposed scheme is resistant to replay attacks. 

Proof: As per our recommended plan, any new login attempt must precisely match the FSP 

parameters {𝐻 𝐴𝑈𝑖 , 𝐸, 𝐴}. These parameters are generated only once for every user’s login request

based on ri and cannot be obtained by the user again. Therefore, this prevents any replayed message 

from being sent for verification, making it impossible for an attacker to launch such an attack. Hence, 

this technique ensures that the enemy cannot use this type of strike. 

Therom 7: Our recommended scheme is resistant to eavesdropping. 

Proof: This is the process for deciphering communications to find information. Each parameter shared 

between the user and the FSP is used only once {𝐻 𝐴𝑈𝑖 , 𝐸, 𝐴, 𝑉𝐶, 𝑆𝐾𝑈𝑖}. Consequently, if these

variables are intercepted, the attacker will be unable to access the system. The user sends 
{𝐻 𝐴𝑈𝑖 , 𝐸, 𝐴}to FSP, then FSP decrypts ri and sends VC to the user. Finally, the user sends L = h (WaUi

⊕VC′⊕h(ri)) to the FSP. As we notice, these parameters are generated once. Accordingly, the

recommended scheme is resistant to eavesdropping. 

Therom 8: Our proposed scheme affords key management. 

Proof: For every login request, the principal parties have consented to generate a shared key using 

chaotic key management and public-key cryptography to ensure the security of the shared key (SK) 

between the user and the FSP based on (ri, SKUi). Once the patient checks in successfully, the 

following actions are carried out by the primary parties (Ui, FSP) to carry out this phase: 

a. Ui calculates SKUi  = SKUi ⊕ ri.

b. FSP side computes SKUi = SKUi ⊕𝑟𝑖
′.
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Therom 9: Our offered scheme withstands an insider attack. 

Proof: Here, instead of sending these parameters (PwUi, UnUi), users provide {HAUi, E, A} when they 

register with FSP, where HUUi = h (PwUi || UnUi), 𝐸 = 𝐸𝑛𝑐𝑆𝐾𝑈𝑖
(𝑟𝑖), A = h (UnUi ). It’s difficult for an

attacker to use a one-way hash function to get the user’s password from the hashed result. Also, to 

pretend to be a real user, the attacker must create a genuine login-request parameter. However, the 

attacker will be unable to obtain the user’s shared key (SKUi) or forge such parameters. 

Theorem 10: Our scheme withstands a 51% attack. 

Proof:  A 51% attack in a blockchain network refers to the situation where an entity acquires more 

than a half of the network’s mining power, enabling it to alter transactions. To resist such attacks, a 

distributed network is maintained where no single authority has control over the network’s computer 

capacity. Resistance attack calculation: Let N represent the overall hashing power of the network. Let 

H denote the hashing power held by the attacker in order to execute a 51% attack effectively. To carry 

out such an attack, the attacker must have control over  more than 51% of the total hashing power, 

where  H is less than 0.5 times N and greater than 0.5 times N. Thus, the ability to prevent a 51% 

attack is determined by the level of decentralization in the network, where no single entity possesses 

the majority of the hashing power. 

Theorem 11: Our scheme withstands a hijacking attack. 

Proof: Blockchain technology utilizes robust cryptographic methods to safeguard data and 

transactions. By employing methods, such as digital signature and encryption, one may effectively 

check the legitimacy of both the user and the data. This, in turn, thwarts any efforts at hijacking by 

implementing multi-factor authentication. It enhances security by implementing an additional layer 

that necessitates users to submit several forms of verification, such as passwords, biometrics and OTP, 

before gaining access to the system. This enhances the level of complexity for potential attackers 

attempting to seize control of user accounts. 

9. CONCLUSION

This research elucidates significant concerns about privacy and security within the IoHT industry. Our 

developed system integrates fog computing, extends cloud services to network peripheries and offers 

enough computational support for IoHT devices, so that there is less communication needed for 

authentication. Our work uses a chaotic key cryptosystem that works with random keys, is small, 

reduces communication needs and is the right size for IoHT devices’ limited processing power. In 

addition, to protect people and organizations that use public channels in a decentralized setting, our 

research combines an authentication system with blockchain technology that can’t be changed. 

Furthermore, blockchain technology facilitates decentralized node identification. According to the 

results of the evaluation, the proposed approach is very reliable and scalable, which means that it will 

provide strong security and be resistant to common attacks. In addition, it has less latency than current 

blockchain-based authentication systems, which shows how useful and efficient it is in the real world. 

We conducted a simulation of the proposed project using the Ethereum platform, Ganache and the 

Solidity programming language for the deployment and testing of smart contracts. Additionally, we 

used the Apache JMeter tool to assess both latency and throughput, with a time cost of 0.3021 ms, an 

average registration delay of 1.25 ms and an authentication time of 1.50 ms. A security study of the 

suggested method was conducted using the Scyther tool. The formal and informal security assessments 

demonstrated that the proposed method is secure and resilient against possible assaults. Furthermore, 

our research bolstered the scalability of the IoHT system. Future development plans also include the 

use of quantum cryptography as an alternative to existing technology and the utilization of 6G 

networks to enhance speed and efficiency. 
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ملخص البحث:

اٍ بتتتتت     تتتتت ا ءارّمة تتتتتٍ ءارّتتتتتبّيٍ  ءانرب يتتتتتة  إنّ إنترنتتتتتي ء اتتتتتية  ءارّتتتتتبّيٍ منتتتتتة ا متتتتت  اتتتتتن 

تتتتتر  لعتتتتتر    تتتتتربة  ءارّمة تتتتتٍ ءارّتتتتتبّيٍ منتتتتتر  متتتتت   ء نظمتتتتتٍ ءاتّتتتتت  لمّ تتتتت  بتتتتت  ءارّمتتتتتر متتتتت  ّحّ

ّةارّتتتتتتبٍّ ّتتتتتت  ءاتتتتتتّ ب  ءابعيعتتتتتت  بتتتتتت   تتتتتت   ءام ّ تتتتتتة    م تتتتتت  ءاتتتتتترّ   بتتتتتت  ّيةنتتتتتتة ا لتّ تّتتتتت 

ّوءئتتتتتترمة ءا مّتتتتتتٍ ا رّمة تتتتتتٍ ءارّتتتتتتبّيٍ ءابر لأتتتتتتٍ ءاّةّيتتتتتتٍ  ّتتتتتت ن إنترنتتتتتتي ء اتتتتتتية  ءارّتتتتتتبّيٍ لوء تتتتتت 

لبتتتتتترّ ة ا لتتتتتترلنع ّة بتتتتتتةن لر تتتتتت  إاتتتتتت  ءاعتتتتتتر ا ءامبتتتتتتر  ا م تتتتتت  ءامّةا تتتتتتٍ   تتتتتتٍّ ءاتّ تتتتتت   

 ّي متتتتتة لتتتتتّ  لمتتتتتو ر م تتتتتو  برتتتتتة  ٍ  ةئمتتتتتٍ م تتتتت    إب ةنيتتتتتة  ءاتتتتترّّةس متتتتت  ءاتتتتت ّ      ل تتتتتة

   تتتتتُ ءا حتتتتتتُ  ب تتتتتت را إاتتتتت  لب تتتتتي   بتتتتت  ءانيةنتتتتتة   ّ ن تتتتتة لتم تّتتتت  برتتتتتة   مو تتتتتنٍ مر تتتتترا 

 ز تتتتتتة ا ّتتتتتت  إب ةنتتتتتتة  ءاتّ تتتتتت    لبتتتتتتتة  إاتتتتتت   زبتتتتتتةن  و  تتتتتتٍ بتتتتتت    تتتتتتُ إن تتتتتتةز ءامرتتتتتتة  ٍ 

ية  ءارّتتتتتبّيٍاتتتتت ء بتتتتتر ءاتّتتتتّا  ّيتتتتت  إب ةنيتتتتتٍ لو تتتتتيّ ة  ز تتتتتة ا ّةم يت تتتتتة ّتتتتت   نظمتتتتتٍ إنترنتتتتتي ء

وّ ٍّ  ءاتّ    ّ  ءاّ ب  ّي ة    ءً مة مةً ءام

اٍ ب وّنتتتتتةً بتتتتت    ّتتتتت   ا تّةبتتتتتُ بتتتتت  متتتتتّق ءاتبّتتتتترّ ة   نعتتتتتترق ّتتتتت  متتتتتّق ءاو  تتتتتٍ نظتتتتتة  برتتتتتة  

برءمتتتتتتُ لعتتتتتتمُ ءسمتتتتتترء    ءاتّ تتتتتت يُ   ءامرتتتتتتة  ٍ   إنعتتتتتتة  ءاّ تتتتتترّ ٍ    تتتتتترب  ءا ظّتتتتتتة  ءامعتتتتتتترق 

 تتتتتةّ  م تتتتت  وءا و تتتتت و     تتتتتةز لربيتتتتت  بتتتتت   وء زبيتتتتتٍّتتتتتي   نظمتتتتتٍ لربيتتتتت  ءام تتتتتةلي  ءاّةبّتتتتتٍ ّ

 ر متتتتتتتٍ اتتتتتتتو ن  ءا و تتتتتتتو ٍ   يتتتتتتتٍ ء ّّتتتتتتتة    لع يتتتتتتتة  ءابو تتتتتتتنٍ ءاّ تتتتتتتنةّيٍ ءاعةئمتتتتتتتٍ م تتتتتتت 

ُّا ب  ءا ةم يٍ  إب ةنيٍ ءاتوّ ي      ُ ءا حتُ؛ ب    ُ لب ي  ة

اٍ      ّتتتتتتت    ّيتتتتتتتة   اٍ لع ير تتتتتتت  ّتعيتتتتتتتي  ءا ظّتتتتتتتة  ءامعتتتتتتتترق منتتتتتتتر بعة نتتتتتتتت  ّانظمتتتتتتتٍ برتتتتتتتة  

ءامو تتتتتوس   ّتتتتترا ءا ظّتتتتتة  ءامعتتتتتترق   ءً  بت وّ تتتتتةً بتتتتت  ل  تتتتتي  ّتتتتت  ل   تتتتتٍ ءابو تتتتتنٍ    تتتتتر ّ تتتتت  

( بي تتتتت   ةنيتتتتتٍ  ّي متتتتتة ل تمتتتتتُ مم يتتتتتٍ ءامرتتتتتة  ٍ 25 1بّتتتتترّ  زبتتتتت  ءاتتّتتتتا ير ءاتتتتتّ ز  ا تّ تتتتت يُ  

ء بتتتتتتر ءاتتتتتتّا   ّتتتتتتُ ءا ظّتتتتتتة  ءامعتتتتتتترق ب ئمتتتتتتةً اتمنيعتتتتتتة  إنترنتتتتتتي   ةنيتتتتتتٍ  ( بي تتتتتت 50 1ّتتتتتت   

تتتتترّ ّي تتتتتة ءاتتتتتّ ب  متتتتتةب ً مة تتتتتمةً     نتتتتتي لب يتتتتتُ ء بتتتتتةن  ن  ء اتتتتتية  ا رّمة تتتتتٍ ءارّتتتتتبيٍ ءاتّتتتتت   حّ

%  م متتتتتتتتتة  51ءا ظّتتتتتتتتة  ءامعتتتتتتتتترق بعتتتتتتتتة   ا   متتتتتتتتة  ءسا تر نيتتتتتتتتتٍ ّمتتتتتتتتة ّي تتتتتتتتة م متتتتتتتتة  

ءلا تمتتتتتتةم  ّي متتتتتتة  تتتتتتتّ  ءاب تتتتتتةّ م تتتتتت  ل ةبتتتتتتُ ءانيةنتتتتتتة    تتتتتترّ ت ة  متتتتتت  ا م تتتتتت   اتتتتتت   ّتتتتتت نّ 

  إب ةنيتتتتتتٍ لو تتتتتتي   نظمتتتتتتٍ إنترنتتتتتتي ء اتتتتتتية  ءا ظّتتتتتتة  ءامعتتتتتتترق    تتتتتتّ  ل   تتتتتتٍ ءلالرّتتتتتتة    تتتتتترم

 ءارّبّيٍ  ء  ءاب   ءا نير 

 ءا تتتتتر ر ّةاتتتتتّةّر  نّ متتتتتّق ءا تّتتتتتةئ  لنتتتتتي   نّ ءا ظّتتتتتة  ءامعتتتتتترق  مت تتتتت  ءسب ةنيتتتتتٍ سمتتتتترء   تتتتتو اا 

ّتتتتت  ب تتتتتة  ءارّمتتتتتر ءيبتتتتت   ءا ّتّتتتتة  انيةنتتتتتة   نظمتتتتتٍ إنترنتتتتتي ء اتتتتتية  ءارّتتتتتبّيٍ  ء بتتتتتر ءاتّتتتتّا 

ية  ءارّتتتتتبّيٍ ّابتتتتتةنا اتتتتتّتتتتت  ءاتتتتتّ ب  ءابعيعتتتتت  ّتتتتت  ّي تتتتتة  إنترنتتتتتي ء  مّ تتتتت  بتتتتت  إ ء ا ءانيةنتتتتتة  

  ّةم يٍ  
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ABSTRACT 

Free-space optical (FSO) communication is a vital solution to meet the growing demand for high-bandwidth 

satellite-to-ground communication, offering advantages, such as higher data rates and security compared to 

traditional RF systems. However, its performance is significantly affected by meteorological conditions, 

particularly cloud formations (e.g. cirrus, cumulus and stratocumulus) and atmospheric turbulence, which cause 

signal attenuation, scattering and phase distortions. Addressing these challenges through better understanding 

and mitigation strategies is essential to ensure reliable and efficient performance of FSO systems under various 

atmospheric conditions. In this study, we evaluated the performance of ground- to-satellite FSO systems under 

varying atmospheric turbulence and cloud conditions using the OptiSystem simulator. We analyze multiple 

modulation techniques, including Quadrature Phase Shift Keying (QPSK), 8-Phase Shift Keying (8PSK), 16PSK 

and 16-Quadrature Amplitude Modulation (16QAM), to assess their resilience based on link range, bit-error 

rate (BER), quality factor, optical signal-to-noise ratio  (OSNR) and error-vector magnitude (EVM). The results 

demonstrate that QPSK outperforms higher- order modulation schemes in high-attenuation environments, 

maintaining the lowest BER and highest quality factor, making it the most suitable choice for FSO 

communication in satellite networks. These findings provide critical insights into the optimization of modulation 

strategies for robust and reliable ground-to-satellite optical links. 

KEYWORDS 

Atmospheric turbulence, Cloud attenuation, FSO, Gamma-Gamma turbulence model, Modulation techniques, 

Optical ground-to-satellite link. 

1. INTRODUCTION

Free-space Optical (FSO) communication has emerged as a cornerstone technology in modern 

telecommunications, widely recognized for its ability to transmit data at exceptional speeds with 

minimal latency [1]-[4]. This capability makes FSO an indispensable component in 

telecommunication networks, where it is crucial to enable high-speed Internet connectivity and support 

data-intensive applications. Beyond its conventional uses, FSO demonstrates remarkable adaptability 

in various domains, including real-time surveillance, high-definition video broadcasting and bridging 

the digital divide in underserved and rural regions [5]-[6]. These diverse applications underscore the 

technology’s potential to address complex communication challenges while offering scalable and 

efficient solutions. 

FSO-communication links are highly sensitive to environmental factors, such as fog, rain and snow, 

which can significantly attenuate the optical signal [7]-[19]. Furthermore, atmospheric turbulence 

causes beam scintillation and wavefront distortions, leading to deterioration in link quality [20]-[22]. 

Thus, the adoption of FSO technology in satellite-to-ground communications is hindered by significant 

challenges posed by atmospheric conditions, including cloud cover and turbulence [23]-[24].These 

meteorological factors alter the reliability of the communication link, leading to attenuation and signal 

degradation. This occurs primarily because of photon absorption and scattering caused by the presence 

of dense cloud formations and water droplets. Moreover, atmospheric turbulence, induced by random 

fluctuations in temperature and pressure along the signal’s propagation path, further compounds these 

issues. Turbulence introduces random phase distortions, scintillations and beam wanders, severely 

impacting the system’s overall performance and dependability. Overcoming these atmospheric hurdles 

is vital to achieve the full potential of FSO systems in challenging operational environments. 

mailto:mouna.garai@gmail.com
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This study examines the influence of turbulence and various types of cloud, such as stratocumulus, 

cumulus and cirrus clouds, on ground-to-satellite FSO systems. We also use OptiSystem to simulate 

various modulation schemes, such as Quadrature Phase Shift Keying (QPSK), 8-Phase Shift Keying 

(8PSK), 16-PSK and 16-Quadrature Amplitude Modulation (16-QAM), which provide important 

insights into the system’s performance under different cloud types in the presence of turbulence. We 

then compare their robustness using the bit-error rate (BER), quality factor, optical signal-to-noise 

ratio (OSNR) and error-vector magnitude (EVM). The findings show that QPSK modulation is the 

optimal choice for FSO communication in satellite networks with cloud-induced attenuation levels. 

The study revealed that QPSK regularly exceeds alternative modulation techniques, delivering the 

lowest Bit Error Rate (BER) even in challenging scenarios. QPSK is particularly effective in 

evaluating the influence of transmitted power, attaining significantly low bit-error rate (BER) values 

even at low power levels. QPSK and 16-PSK offer improved performance and higher quality-factor 

values, particularly at shorter distances. QPSK consistently has lower EVM values, demonstrating 

greater noise tolerance even at low OSNR levels. QPSK is recommended as the modulation 

technology for FSO communication over satellite links, due to its ability to maintain reliable 

communication even in unfavorable conditions. 

We can summarize the current study’s contributions as follows: 

 We develop a comprehensive FSO-channel model that integrates the effects of both atmospheric

turbulence and cloud attenuation. Unlike conventional models, our approach distinguishes 

between different cloud types (e.g. cirrus, cumulus, stratocumulus), enabling a more precise 

characterization of signal degradation. 

 Our study systematically compares multiple modulation schemes (QPSK, 8-PSK, 16-PSK and 16-

QAM) under identical and realistic atmospheric conditions. This analysis highlights the trade-offs 

between spectral efficiency and robustness, thereby providing clear insights into optimal 

modulation strategies for ground-to-satellite links. 

 The simulation results obtained through the OptiSystem platform are rigorously validated against

analytical models derived from established channel theories. This dual validation confirms the 

accuracy and reliability of key performance metrics, such as Bit-Error Rate, Optical Signal-to-

Noise Ratio and Error-Vector Magnitude. 

The following sections are organized as follows: Section 2 examines existing mitigation approaches to 

reduce the impact of cloud formation on the performance of FSO systems. Section 3 explores the 

impact of attenuation caused by various types of clouds, as well as an examination of the known 

models and methodologies used to measure these effects. Section 4 provides a comprehensive 

description of the design of the proposed ground-to-satellite FSO system, taking into account different 

cloud conditions and presents the different modulation approaches considered for the proposed 

ground-satellite FSO system. Section 5 presents the obtained simulation results and provides the 

analytical validation of the simulation results. Section 6 shows a list of abbreviations used in the study. 

Finally, Section 7 concludes the paper. 

2. RELATED WORK

Cloud-induced attenuation in satellite-based free-space optical communications is an important 

research area [25]-[31]. Numerous studies have provided valuable information on modeling, 

understanding and mitigation of the impact of clouds on FSO links. 

Using the meteorological ERA-Interim database, the authors in [32] examined the availability of links 

in various regions of Japan. They suggested a site-diversity strategy to enhance system availability and 

offer practical advice for resolving cloud-induced issues in FSO communications. The authors of [33] 

investigated cloud-induced attenuation in satellite-based free-space optical communications, with a 

particular emphasis on regions of Japan. The FSO channel model is selected based on the log-normal 

distribution, which enhances the understanding of the probabilistic nature of cloud-induced 

attenuation. The authors of [34] simulated a 30 Gbps ground-to-geostationary satellite-FSO 

communication link that accommodates a variety of cloud states and atmospheric impacts. The results 

illustrate the efficacy of a 2x2 MIMO system that employs coherent detection and QPSK modulation, 

with a particular emphasis on the minimal occurrence of symbol errors in a variety of cloud and 

weather conditions. An analytical model for estimating the probability of cloud-free line-of-sight 
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(CFLOS) in optical satellite links is introduced in [35]. This model is predicated on the assumption of 

a lognormal distribution for Integrated Liquid Water Content (ILWC). This approach offers a practical 

approach to effectively anticipating and resolving cloud-related challenges. The authors of [36] 

suggested the development of hybrid free-space optical/radio frequency (FSO/RF) systems to relay 

satellite communication from high-altitude platforms. This approach uses rate adaptation to adjust the 

data rates in response to channel-condition oscillations. Additionally, an examination of perfect inter-

symbol interference (ISI) caused by cloud effects is conducted, which offers valuable insights into the 

constraints and restrictions that clouds place on FSO communication lines. The authors of [37] 

investigated the impact of cloud attenuation on the performance of optical wireless networks. They 

evaluated various cloud varieties. The research underscores the significance of wavelength-dependent 

attenuation and illustrates that stratocumulus clouds have the most significant influence on signal 

transmission. The meteorological ERA-Interim database is employed by the authors in [38] to 

determine the monthly average cloud attenuation over Japan. Based on the simulation results, the 

selection of a diverse array of sites from the proposed pool of options leads to a high level of system 

availability, which assists optical satellite-communication systems in mitigating the effects of cloud-

induced attenuation. A comprehensive performance analysis of the atmospheric influence on visibility 

in FSO systems is conducted in [39], with a particular emphasis on ground station-satellite 

communications. The objective of the investigation is to establish correlations between visibility and 

climatic events, including factors, such as precipitation and snowfall. A study conducted in [40] 

examined the probability of the failure of integrated ground-air-space free-space optical 

communication lines when various models of atmospheric turbulence are employed. The article 

provides closed-form equations for cumulative distribution functions (CDFs) and probability density 

functions (PDFs). These equations take into account the zenith angle, atmospheric disturbances, the 

channel condition and the configuration of the links. The study offers a comprehensive analysis of the 

effectiveness of integrated FSO links, accounting for atmospheric attenuation, turbulence, angle of 

arrival fluctuations and targeting error. The evaluation of cloud-induced optical attenuation is the 

subject of [41]. This article suggested a comprehensive model that takes into account the influence of 

clouds on transmitted optical beams. Cloud-induced dispersed optical power is evaluated in this study 

through the application of modified gamma-particle size distributions (PSDs) and Mie theory. Cirrus 

clouds and their likelihood of formation, as well as their impact on FSO transceivers situated at 

elevated altitudes, are the primary focus. This research makes a substantial contribution to our 

comprehension of the impact of various atmospheric conditions on FSO communication systems, 

which encompasses both deep-space and near-Earth scenarios. Two distinct models for the scheduling 

of space-to-ground optical communication that incorporate uncertainty are presented in [42]. The first 

model employs robust optimization with a moment-based ambiguity set, while the second model 

employs robust optimization with a polyhedral uncertainty set. The study illustrates the efficacy of 

formulations that consider uncertainty when employing computational analysis on a real-world 

communication system, particularly in the context of cloud-cover predictions. The models that have 

been presented offer critical insights for the scheduling of space-to-ground optical communication 

systems by acknowledging the dynamic and variable character of the cloud cover. 

Several studies have investigated the performance of various modulation schemes in FSO 

communication systems under atmospheric turbulence. For example, [43] compared several formats, 

including OOK, BPSK, DPSK, QPSK and 8-PSK and found that BPSK generally provides the lowest 

BER under severe turbulence. [44] evaluated the performance of schemes, such as BPSK-SIM, DPSK, 

DPSK-SIM, Polarization Shift Keying and M-ary Pulse Position Modulation and concluded that 

DPSK often achieves the best outage probability and higher channel capacity under turbulent 

conditions. In another study, [45] compared PPM, OOK, Differential Pulse Interval Modulation and 

Dual Header Pulse Interval Modulation in various weather scenarios and observed that PPM and 

OOK-NRZ generally deliver better BER performance. Recent research in FSO satellite networks has 

addressed key system-level issues. For example, [46] conducted a link-budget analysis for FSO 

satellite networks, providing valuable insights into power allocation under various atmospheric 

conditions. Furthermore, Liang et al. [47] performed a performance analysis of FSO satellite networks 

that examined transmission power and latency, while Liang et al. [48] explored the trade-off between 

latency and transmission power in networks with multiple intercontinental connections. These studies 

provide a strong foundation for the design and optimization of FSO satellite networks. 

Although much of the existing literature focused on terrestrial FSO links, our work specifically 
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addresses the challenges of long-range ground-to-satellite communication, including high free-space 

path loss and atmospheric variability across different altitudes. Using advanced simulation tools, such 

as OptiSystem, we evaluated detailed performance metrics, such as BER, Q factor and EVM for 

various modulation schemes. This component-level analysis complements the network-level 

evaluations found in the literature, providing additional insights necessary for optimizing FSO system 

performance in practical deployment scenarios.  

Table 1. Comparative overview of research in satellite-based free-space optical (FSO) 

communications under atmospheric conditions. 

 Ref.  Methodology  Modeling Technique Parameters Considered Data Source 

[32] Investigation of site-diversity scheme for enhanced

system availability. 
Not specified Clouds, atmospheric turbulence Meteorological  ERA-

Interim database [49] 

[33] Presentation of a novel distribution model of monthly 

cloud attenuation for several regions in Japan. 

Log-normal 

distribution 

Monthly cloud attenuation, 

CLWC 

ERA-Interimal 

Meteorologic database 

[34] Simulation of a 30 Gbps satellite-FSO communication

link. Consideration of atmospheric effects, like different 

cloud types.  

Use of a 2×2 MIMO system with QPSK modulation 

and coherent detection. 

Not specified Haze, fog, cloud types 

(stratus, cumulus, 

cumulonimbus), atmospheric 

turbulence, intensity 

scintillation 

Not specified 

[35] Prediction of visibility/range of FSO link due to 

different cloud conditions. 
Not specified Link length, transmitted 

power, data rate, cloud types 
Not specified 

[36] Presentation of analytical models for Cloud-Free 

Line-of-Sight (CF- LOS) probability. Evaluation of 

joint CFLOS statistics. 

Not specified Elevation angle, ground-

station altitude, spatial 

variability of clouds 

Not specified 

[56] Addressing the design of hybrid FSO/RF systems for 

high-altitude platform (HAP)-aided relaying satellite 

communication. 

Rate-adaptation 

design 

Beam-spreading loss, cloud 

attenuation, atmospheric 

turbulence, pointing 

misalignment 

Not specified 

[37] Investigation of bit-error rate performance of 

intensity-modulated FSO with direct detection 

(IM/DD) in single-input single- output (SISO) due to 

beam broadening at the receiver caused by cloud. 

IM/DD with direct 

detection & Perfect 

ISI due to beam 

broadening by clouds 

Not specified Not specified 

[38] Study of the influence of cloud attenuation on the 

performance of optical wireless links. 
Not specified Received power, visibility 

range, cloud type 
Not specified 

[39] Study   of   a placement method of optical ground 

stations (OGSs) to realize site diversity in optical 

satellite-to-ground communications under cloud 

attenuation. 

Greedy heuristic 

method 

Monthly average cloud 

attenuation 

Meteorological 
ERA-Interim 
database 

[40] Performance analysis for atmospheric influence on 

visibility in Free Space Optical Communications 

(FSOC). 

Not specified Atmospheric events (rain, 

snow), relationships to 

visibility 

Not specified 

[41] Analysis of the outage probability of integrated ground-

air-space FSO communication links for different 

atmospheric turbulence channel models. 

Lognormal, Gamma 

exponentiated Weibull 

distributed channel 

models 

Zenith angle, channel state, 

deviations, altitude, beam 

waist, …etc. 

Not specified 

[42] Estimation of cloud-induced optical attenuation over 

near-Earth and deep-space FSO-communication 

systems. 

Optical thickness     

parameter, modified 

gamma PSD, Mie 

theory 

Type of atmospheric clouds, 

ground-space FSO link 

distances 

Not specified 

[50] Provision of two alternative models of uncertainty for 

cloud-cover predictions. A robust optimization model 

with a polyhedral uncertainty set and a 

distributionally robust optimization model   with a 

moment-based ambiguity set. 

Robust optimization, 

distributionally robust 

optimization 

Cloud-cover 
predictions, satellite operation 
scheduling 

Official weather 

forecasts 

Furthermore, while existing studies primarily emphasized BPSK and DPSK for their robustness, our 

work focuses on QPSK modulation for ground-to-satellite FSO links. Although QPSK may be slightly 

more sensitive to atmospheric disturbances than BPSK, it offers a substantial advantage in terms of 

spectral efficiency, an important factor for high-data-rate applications. The literature indicates that, 

while BPSK achieves the lowest BER under severe turbulence, its lower spectral efficiency limits its 

utility in bandwidth-constrained environments. DPSK, on the other hand, offers a balanced trade-off, 

but often requires more complex receiver designs. Our results demonstrate that QPSK delivers an 

acceptable BER while significantly increasing data throughput, making it a compelling option for 

space-to-ground communications. In addition, our detailed comparative evaluation of multiple 
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modulation techniques under realistic channel conditions, combined with rigorous simulation and 

analytical validation, clearly demonstrates the superior performance of QPSK. This distinct integration 

of simulation and analytical validation not only reinforces the reliability of our findings, but also sets 

our research apart from the existing literature.  

Table 1 compares the different approaches considered in the literature to mitigate the impact of clouds 

on FSO links. 

3. FSO CHANNEL MODEL

FSO communication systems are extremely sensitive to atmospheric conditions, which can 

dramatically reduce signal quality and system performance. This section gives a complete FSO-

channel model that includes both atmospheric-turbulence and cloud-attenuation effects. 

3.1 Atmospheric Turbulence 

Atmospheric turbulence is a random phenomenon produced by differences in temperature and pressure 

along the transmission channel. Turbulence causes fluctuations in the temperature, pressure and, most 

importantly, the refractive index of the air. These changes in the refractive index affect the 

transmission of optical signals, resulting in scintillation, which is the fluctuation of the intensity of 

transmitted light. 

In free-space optical satellite ground communication, the gamma-gamma distribution is commonly 

used to characterize the fluctuating received optical power (I) due to atmospheric turbulence. This 

model is recommended over others, because it successfully combines both small- and large-scale 

turbulence effects, making it applicable to a wide variety of turbulence situations, from moderate to 

high. The gamma-gamma model is particularly useful in satellite-ground communication because of 

the various turbulence levels experienced as the optical signal passes through several atmospheric 

layers, each with specific turbulence characteristics. 

The gamma-gamma distribution’s probability density function (PDF) is as follows ([52]): 

𝑝𝐼(𝐼) =
2𝛼𝛼𝛽𝛽

Γ(𝛼)Γ(𝛽)

1

𝐼0
(
1

𝐼0
)
𝛼−1

exp(−𝛽
1

𝐼0
)  (1) 

where I is the optical power received, α and β are shape parameters related to the small- and large- 

scale turbulence effects, Γ(.) denotes the gamma function and I0  is a normalization constant related  to 

the average optical power received. Parameters α and β can be determined based on the strength of 

atmospheric turbulence, characterized by the refractive index structure parameter 𝐶𝑛
2, the propagation

distance L and the wavelength λ.  

The expressions for the parameters α and β are given by: 

𝛼 = (𝑒𝑥𝑝(
0.49𝜎𝑅

2

(1+1.11𝜎𝑅
12 5⁄ )

7 6⁄ ) − 1)

−1

         (2) 

𝛽 = (𝑒𝑥𝑝(
0.51𝜎𝑅

2

(1+0.69𝜎𝑅
12 5⁄ )

5 6⁄ ) − 1)

−1

         (3) 

The strength of atmospheric turbulence is often quantified by the Rytov variance, denoted by 𝜎𝑅
2. For a

plane wave propagating through the atmosphere, the Rytov variance is given by [53]: 

𝜎𝑅
2 = 1.23𝐶𝑛

2𝑘7 6⁄ 𝐿11 6⁄  (4) 

where 𝐶𝑛
2 is the refractive index structure parameter, indicating the strength of turbulence, 𝑘 =

2𝜋

𝜆
 is

the number of optical waves, λ is the wavelength of the optical signal and L is the length of the 

propagation path. 

In vertical FSO communication, the calculation of atmospheric turbulence becomes more complicated 

due to the varying refractive index with height. The refractive index structure parameter (𝐶𝑛
2) measures

the intensity of refractive-index fluctuations in the atmosphere and varies both spatially and 

temporally. Higher 𝐶𝑛
2 values indicate more turbulence, leading to increased scintillation and signal

loss in optical communication. 
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Using the Hufnagel-Valley model, the fluctuation of the refractive-index structure parameter 

𝐶𝑛
2(ℎ)with altitude h is expressed as ([54]):

𝐶𝑛
2(ℎ) = 0.00594 (

𝑣𝑤𝑖𝑛𝑑

27
)
2
(10−5ℎ) exp (−

ℎ

1000
) + 2.7 × 10−16 exp (−

ℎ

1500
) + 𝐶𝑛

2(0)exp(−
ℎ

100
)        (5) 

where, 𝐶𝑛
2(0) is the level of ground turbulence, ranging from 10−17 m−2/3  (weak turbulence) to 10−13

m−2/3 (strong turbulence) and υwind (m/s) is the mean squared root wind speed, typically around 21 m/s. 

3.2 Cloud Attenuation Analysis 

The presence of liquid-water particles in clouds has a significant impact on FSO communication with 

atmospheric conditions. When laser beams pass through the Earth’s atmosphere, these small-scale 

components cause light waves to scatter in multiple directions, inhibiting coherent transmission. 

Cloud-induced scattering has a significant impact on visibility, which is a crucial factor in evaluating 

the effectiveness of optical-communication systems. Visibility, measured in kilometers, is a 

quantifiable measure of the clarity and transparency of the atmosphere. The loss of signal power in 

FSO networks caused by cloud scattering’s effect on vision indicates that the optical transmission 

conditions are insufficient. In [35], the authors provided many types of cloud with variable attenuation 

effects, as depicted in Figure 1. Table 2 compares their impacts on the FSO signal. 

 Cirrus, cirrostratus and cirrocumulus are high-altitude clouds. These clouds, which exist at high

elevations and low temperatures, help to reduce solar radiation and maintain a delicate balance of 

thermal exchanges in the Earth’s atmosphere. 

 Altocumulus and altostratus are mid-level clouds that migrate at high and low altitudes. Their role

in controlling solar radiation is crucial, as they have a transitional effect on thermal dynamics that 

determines surface temperatures and atmospheric conditions. 

 Cumulus, stratus and stratocumulus are the most common low-level clouds. These clouds, located

closer to the Earth’s surface, play a crucial role in temperature regulation and atmospheric 

stability. Cumulus clouds, with their puffy and distinct appearances, denote fair weather, whereas 

stratus clouds, with their blanket-like patterns, typically imply cloudy conditions. Stratocumulus 

clouds have both stratus and cumulus features and act as transitory elements in meteorological 

processes. 

 Raining clouds are multi-layered clouds that appear at all levels of the atmosphere. This

classification includes nimbostratus and cumulonimbus clouds. Nimbostratus clouds generate 

huge, featureless strata linked by persistent precipitation, contributing to the replenishment of the 

Earth’s water resources. Cumulonimbus clouds, popularly known as the "king of clouds," spread 

across multiple atmospheric strata, encapsulating dynamic convective processes that create severe 

weather events, such as thunderstorms and heavy rainfall. 

Equation (6) shows how to determine visibility based on the concentration of the number of cloud 

droplets (Nc) and the content of liquid cloud water (CLWC). 

𝑉 =
1.002

(𝐿×𝑁𝑐)0.6473
 (6) 

where L (g/m3) represents the mean CLWC and Nc (cm−3) denotes the concentration of cloud droplet 

number [55]. 

Figure 2 shows the impact of different types of cloud on visibility, including stratus (Nc = 250 cm−3), 

altostratus (Nc = 400 cm−3) and nimbostratus (Nc = 200 cm−3). Figure 2 also shows a rapid decline in 

visibility as CLWC increases. 

For a mono-dispersed droplet distribution, Equation (7) can be used to calculate the concentration of 

cloud droplets. 

𝑁𝑐 =
𝐿

4

3
𝐼𝐼𝑟3𝜌×10−6

      (7) 

where (ρ = 1 g/cm3) signifies the density of liquid water and r(µm) represents the average radius of 

cloud droplets. The value varies with cloud type, such as stratus (r = 3.33µm), nimbostratus (r = 

4.7µm) and cumulus (r = 6.0µm) ([57]). 

Equation (8) expresses the total cloud attenuation in the cloud layers considered, indicated as Ac (dB), 
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 Figure 2. Visibility for several cloud types [56]. 

 Figure 1.  Cloud types. 

using visibility V (km) in Equation (6) and the Kim model [51] to represent the attenuation due to Mie 

scattering. 

𝐴𝑐 = ∑ 4.34(
3.91

𝑉𝑘
(
𝜆

550
)−𝛿𝑘𝑀

𝑘=1 )
Δℎ𝑘

sin(𝜃)
        (8) 

where λ is the optical wavelength, θ is the elevation angle of the satellite, M is the total layers of the 

cloud investigated and ∆hk is the vertical extent of the layer of liquid clouds kth ([58]). Furthermore, 

the coefficient δ, which depends on the size distribution of the scattering particles, is estimated using 

empirical models [59] and provided by the Kim model as follows. 

𝛿𝑘 =

{

1.6𝑖𝑓𝑉 > 50𝑘𝑚
1.3𝑖𝑓6𝑘𝑚 < 𝑉 < 50𝑘𝑚
0.16𝑉 + 0.34𝑖𝑓1𝑘𝑚 < 𝑉 < 6𝑘𝑚
𝑉 − 0.5𝑖𝑓0.5𝑘𝑚 < 𝑉 < 1𝑘𝑚

0𝑖𝑓𝑉 < 0.5𝑘𝑚

  (9) 

Table 2. Cloud-type comparison. 

Cloud Type Height Range FSO Attenuation CLWC (g/m3) Optical Thickness 

Stratus Low altitude Moderate 
attenuation 

0.28 [35] Moderate to 
high 

Cumulus Moderate altitude Low attenuation 0.26 [35] Low to 
moderate 

Cumulonimbus Low to high 
altitude 

High attenuation 1 [35] High 

Stratocumulus Low to middle 
altitude 

Moderate 
attenuation 

0.44 [35] Moderate 

Cirrus High altitude Low attenuation 0.03 [35] Low 

3.3 Combining Atmospheric Turbulence and Cloud Attenuation 

The performance of Free-Space Optical (FSO) communication systems is significantly influenced by 

atmospheric turbulence and cloud attenuation, which collectively degrade the quality and reliability of 

optical links. Understanding the combined effect of these environmental factors is essential for 

designing robust FSO systems capable of maintaining reliable communication under varying weather 

conditions. 

The combined effect of atmospheric turbulence and cloud attenuation on the FSO channel can be 

mathematically expressed as follows: 

𝑃received = 𝑃transmitted. 𝑒
−𝛼𝐿. 𝑒−𝛽𝐶𝑛

2𝐿5 3⁄
  (10) 

where, Preceived is the received optical power after propagation through the atmosphere, accounting for 

both cloud attenuation and atmospheric turbulence, while Ptransmitted is the optical power transmitted 
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from the FSO transmitter. The coefficient α represents the attenuation due to clouds, which is 

influenced by the optical depth, density and type of the cloud (e.g. cirrus, cumulus) [51]. The term β is 

the turbulence coefficient that quantifies the effect of atmospheric turbulence on the received signal, 

𝐶𝑛
2 being the refractive-index structure parameter [52]. Finally, L denotes the propagation distance

through the atmosphere. 

In this equation, the term e−αL accounts for the exponential attenuation of the optical signal due to 

clouds along the propagation path. The coefficient α depends on the optical depth and scattering 

properties of the clouds, which affect the amount of incident light that reaches the FSO receiver [51]. 

The  term  𝑒−𝛽𝐶𝑛
2𝐿5 3⁄

  represents  the  Rytov-based  model  of  turbulence-induced  fading  in  the

presence  of atmospheric turbulence. The coefficient β characterizes the strength of turbulence, while 

𝐶𝑛
2 quantifies the spatial and temporal variations in the refractive index caused by turbulence [52]. The

exponent 𝐿5 3⁄  reflects the scaling of turbulence effects with propagation distance L, highlighting the

increasing impact of turbulence on signal degradation over longer distances [51]. 

Cloud attenuation and air turbulence can have a substantial impact on the reliability and quality of 

FSO communication systems. Because clouds can significantly reduce signal quality, real-time 

monitoring and adaptive techniques are critical for increasing the overall system performance. 

Advanced modulation algorithms, error-correction coding and dynamic link adaptability are crucial to 

improving the resilience of FSO systems under a variety of weather conditions. 

4. GROUND TO SATELLITE FSO SYSTEM

4.1 System Design 

In this sub-section, we use Optisystem software to develop a ground-satellite FSO system that operates 

under turbulence and various cloud circumstances. OptiSystem was selected because of its ability to 

provide a comprehensive and realistic simulation of free-space optical (FSO) communication systems 

by incorporating key physical impairments. These include atmospheric turbulence effects, which are 

modeled using the gamma–gamma turbulence distribution and cloud-induced attenuation, integrated 

through empirical models based on Mie scattering theory. In addition, the software offers accurate 

optical component modeling, enabling a precise evaluation of modulation techniques and signal-

quality metrics. In our simulation, we investigate various modulation methods for reducing cloud and 

turbulence impacts in optical ground-to-satellite communication. Table 3 summarizes the simulation 

parameters and their respective values. 

Our simulations target ground-to-satellite links over extreme distances (up to 35,000 km), where loss 

of free-space path, atmospheric attenuation and turbulence impose severe challenges. We selected a 

link distance range from 2000 km to 36000 km to focus on the most challenging conditions in long-

range FSO communications. Although shorter links (e.g. 500 km) experience significantly lower 

losses and reduced atmospheric effects, our study targets scenarios where severe free-space path loss, 

atmospheric attenuation and turbulence dominate. Established literature confirms that performance 

degradation becomes critical above 2000 km, justifying our focus on this range to ensure that our 

system design, particularly in terms of transmitter power and receiver aperture, is validated under the 

most extreme conditions encountered in ground-to-satellite and inter-satellite links. Under such harsh 

conditions, a higher transmit power is essential to maintain an acceptable signal-to-noise ratio (SNR) 

and achieve a low bit-error rate (BER). This design choice is supported by established link-budget 

analyses; for example, [60] demonstrated that long-range FSO links require elevated power levels to 

overcome significant path losses and [46] provided a detailed analysis that reinforces the need for 

higher transmission power in ground-to-satellite transmissions. Although lower transmit power might 

suffice for terrestrial FSO systems, the unique challenges of space-to-ground links justify our 

approach, ensuring that our simulation accurately reflects the operational demands of these systems. 

Figure 3 shows a ground-to-satellite FSO system with an uplink from a ground station to a 

geostationary satellite. FSO links provide high-speed communication between satellites and ground 

stations. However, certain meteorological circumstances encountered during uplink transmission, 

including cloud attenuation and atmospheric turbulence, can have a major impact on the FSO link’s 

performance. Cloud attenuation occurs when clouds absorb, scatter and refract laser beams, causing 



268

Jordanian Journal of Computers and Information Technology (JJCIT), Vol. 11, No. 02, June 2025. 

signal attenuation. Another key difficulty is atmospheric turbulence, which occurs when air masses 

move irregularly, creating temperature and pressure variations. These fluctuations cause variations in 

the refractive index of the atmosphere, resulting in scintillation effects on laser beams. Mitigating the 

effects of atmospheric turbulence is critical for stabilizing FSO lines and maintaining constant signal 

quality. 

Table 3.  Simulation parameters. 

Parameters Value 

Pre-amplification gain 30 (dB) 

Post-amplification gain 30 (dB) 

Noise-figure pre-amplification 5 (dB) 

Noise-figure post-amplification 3 (dB) 

Transmit power 0-50 (dB)

Transmitter diameter 5 (cm) 

Receiver diameter 30 (cm) 

Data rate 30 (Gb/s) 

Link distance 2000-36000 (km) 

Photo-detector responsitivity 1 (A/W) 

Laser wavelength 1550 (nm) 

Tropopause height 9.4 (km) 

Turbulence model Hafmagel Valley Model 

Refractive-index structure 𝐶𝑛
2(0) Turbulence close to ground (strong turbulence:
𝐶𝑛
2(0) = 2.10−13𝑚−2 3⁄ )

Figure 3. Satellite-to-ground FSO system. 

In addition, 30 cm receiver diameter was selected to overcome the substantial free-space loss and 

atmospheric attenuation inherent in ground-to-satellite FSO links over long distances. Although 

terrestrial FSO systems commonly operate with receiver diameters in the 5–10 cm range, space-based 

optical ground stations often employ larger apertures to collect much weaker signals from vast 

distances. For example, NASA’s Lunar Laser Communication Demonstration (LLCD) used a receiver 

telescope with an aperture of the order of 40 cm to ensure sufficient signal collection from the Moon 

[61]. Furthermore, detailed link-budget analyzes for free-space optical satellite networks indicate that 

larger receiver diameters are necessary to achieve the signal-to-noise ratio (SNR) required over such 

long distances [46]. Therefore, our choice of a 30 cm receiver diameter is both practical and consistent 

with established approaches in long-range space optical communications. 

The ground-to-satellite FSO channel consists of two serially coupled channels. The first FSO channel 

that simulates the atmosphere is 12 kilometers long. The length of the atmospheric channel is 

determined by averaging the tropopause elevation, which is 9 km at the pole and 15 km at the equator 

([62]). The tropopause marks the boundary between the troposphere and the stratosphere. The 

troposphere accounts for 75% of the atmosphere’s mass and 99% of the total mass of water vapor and 

aerosols ([62]). This FSO channel represents the atmosphere and simulates the attenuation induced by 

various types of cloud and atmospheric turbulence. The second FSO channel depicts a space channel 
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with a length of 35,988 kilometers. Because it depends solely on beam divergence and transmitter-

receiver aperture diameter, it is only useful for geometric loss, which has a fixed value. 

4.2 Modulation Approaches for the Proposed Ground-Satellite FSO System 

The choice of modulation method is crucial to maintaining the reliability and efficiency of data 

transmission in a high-speed FSO communication system operating at 30 Gbps, especially when 

dealing with cloud interference. This sub-section presents advanced modulation techniques, such as 

QPSK, 8-PSK, 16-PSK and 16-QAM. We selected QPSK, 8-PSK, 16-PSK and 16-QAM for the 

following reasons: 

 QPSK (Quadrature Phase Shift Keying): QPSK is widely recognized for its robustness against

signal degradation, particularly in high-attenuation environments caused by clouds and 

atmospheric turbulence. It offers a balance between data rate and resistance to errors, making it 

optimal for low- to-moderate signal-to-noise ratio conditions. This makes QPSK particularly 

suitable for satellite communication links, where maintaining low bit error rates (BER) is crucial. 

 Higher-order Modulation Schemes (8-PSK, 16-PSK, 16-QAM): These modulation techniques

provide higher spectral efficiency than QPSK, allowing for greater data throughput within the 

same bandwidth. 8-PSK and 16-PSK use phase variations to encode data, while 16-QAM adds 

both amplitude and phase variations, allowing the encoding of even more information in a given 

symbol. While these schemes offer higher data rates, they are also more susceptible to noise and 

signal impairments, especially in turbulent or attenuated atmospheric conditions. 

4.2.1 M-PSK Modulation 

M-PSK divides the signal’s phase into M distinct states, each corresponding to a specific bit 

combination. Phases are often uniformly distributed throughout the signal constellation, creating a 

distinct pattern. In binary phase-shift keying (BPSK), there are two phase states at 0 and 180 degrees, 

while in quadrature phase-shift keying (QPSK), there are four phase states spread at 90-degree 

intervals. M-ary Phase Shift Keying (M-PSK) modulation is more advanced than binary methods, 

because it uses higher-order modulation methods, such as 8-PSK and 16-PSK to effectively encode 

digital data onto a carrier signal. Figure 4 shows the design of the M-PSK system. 8-PSK divides the 

phase of the carrier signal into eight equidistant states, each representing a distinct three-bit pattern. 

Phase states are usually 45 degrees apart, enabling the transmission of three bits per symbol. This 

increase in spectral efficiency is especially beneficial in situations where a greater data rate is 

necessary. 8-PSK achieves a compromise between enhanced capacity and controllable complexity, 

making it a pragmatic option in digital communication systems. 16-PSK increases complexity by 

segmenting the phase of the carrier signal into sixteen states, each separated by 22.5 degrees. Higher 

data-transmission rates are achieved as a result of being able to convey a distinct four-bit pattern with 

every phase state. 

Figure 4.  M-PSK system design. 
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4.2.2 M-QAM Modulation 

Optical M-QAM (M-ary Quadrature Amplitude Modulation) is a modulation scheme used in optical-

communication systems to encode digital information onto an optical carrier wave. Figure 5 illustrates 

the design of the M-QAM system. The concept combines both amplitude and phase modulation to 

achieve higher spectral efficiency. In M-QAM, the amplitude and phase of the optical signal are 

modulated simultaneously, allowing for the transmission of multiple bits per symbol. The "M" in M-

QAM denotes the number of different states in the signal constellation, representing unique 

combinations of amplitude and phase. For example, in 16-QAM, there are 16 different states, enabling 

the representation of 4 bits per symbol. The optical signal’s amplitude and phase states are typically 

arranged in a square or rectangular constellation, with the states positioned at specific points in the 

complex plane.  

Figure 5. M-QAM system design. 

5. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed ground-satellite-ground FSO 

communication system under different cloud conditions and under strong turbulence. 

Figure 6 illustrates the quality factor for different modulation schemes (QPSK, 8-PSK, 16-PSK and 

16- QAM) at varying link distances. At a link distance of 2000 km, all modulation schemes exhibit

relatively high quality-factor values. In particular, QPSK and 16-PSK demonstrate robust 

performance, possessing higher quality factors compared to 8-PSK and 16-QAM in this short range.  

Figure 6. Quality factor vs. link distance (km). 

The superior performance of QPSK and 16-PSK can be attributed to their enhanced tolerance to noise 

and channel impairments, resulting from larger symbol separations. This is contrasted with 8-PSK and 

16-QAM, the denser constellation arrangements of which lead to higher susceptibility to noise even 

when SNR is high. These findings underscore the trade-off between spectral efficiency and robustness, 
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reinforcing our conclusion that QPSK, in particular, is the most robust modulation scheme for ground-

to-satellite FSO links under adverse atmospheric conditions. As the link distance increases, a general 

trend of decreasing quality-factor values emerges across all modulation schemes. The decline in the 

quality factor indicates the sensitivity to distance-induced signal degradation and the varying rates of 

decrease among modulation schemes highlight differences in their resilience to longer link distances. 

Figure 7 shows the BER obtained for different modulation schemes (QPSK, 8-PSK, 16-PSK and 16-

QAM) at different levels of attenuation. Each attenuation value corresponds to a cloud type, as 

described in Table 4. 

Table 4. Attenuation at 1550nm of different types of cloud. 

Cloud Type Attenuation (dB/km) 

Stratus 0.035 

Cumulus 0.037 

Cumulonimbus 0.011 

Stratocumulus 0.026 

Cirrus 0.134 

Figure 7. BER vs. attenuation (dB). 

QPSK consistently exhibits lower BER values, making it more robust and less susceptible to errors 

induced by signal attenuation. 16-QAM experiences a comparatively higher BER compared to QPSK, 

8-PSK and 16-PSK at an attenuation level of 0.143, indicating that it may be more sensitive to higher 

levels of attenuation, making it less robust under challenging communication conditions. 8-PSK and 

16-PSK have moderate sensitivity to attenuation, indicating a trade-off between higher data rates and 

increased susceptibility to signal degradation. 

To statistically characterize the fluctuations induced by turbulence in the intensity received I, we 

employ the gamma–gamma distribution. Its probability density function is given by: 

𝑝𝐼(𝐼) =
2(𝛼𝛽)

𝛼+𝛽
2

Γ(𝛼)Γ(𝛽)
𝐼
𝛼+𝛽

2 𝐾𝛼−𝛽(2√𝛼𝛽
𝐼

𝐼0
)    (11) 

where, α and β are parameters related to the small-scale and large-scale turbulence effects, I0 is the 

average received power, Γ(·) denotes the gamma function and Kν (·) is the modified Bessel function of 

the second kind. 

This model allows us to derive the effective signal-to-noise ratio (SNR), γeff, which is used to compute 

the bit-error rate (BER) through the Q function: 

BER = 𝑄(√γ𝑒𝑓𝑓)     (12) 

Figure 8 illustrates the BER for various modulation schemes, including QPSK, 8-PSK, 16-PSK and 

16- QAM, at different communication ranges. We note that at shorter ranges, such as 2000 km and

6595km, both QPSK and 16-QAM exhibit BER of 0, indicating reliable and error-free performance 

within these distances. On the other hand, 8-PSK and 16-PSK, while maintaining relatively low BER 

values, show slightly higher error rates compared to QPSK and 16-QAM in these short ranges. The 

QPSK modulation technique demonstrates robustness throughout the entire range, consistently 
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delivering lower BER values compared to the other modulation schemes. This underscores the 

suitability of QPSK for scenarios that require reliable communication over extended distances. 

Thus, at shorter distances, such as 2000 km and 6595 km, the free-space path loss and turbulence-

induced fading are minimal, resulting in a higher received signal power and a correspondingly high 

signal-to-noise ratio. Under these favorable conditions, the system operates in an optimal regime, 

where the channel impairments are negligible. This shows that when the channel is not significantly 

stressed by attenuation or noise, even more complex modulation schemes can achieve near-perfect 

decoding. 

Figure 8. BER vs. link distance (km). 

In addition to the BER and OSNR, we evaluate the performance of the FSO system using the quality 

factor Q. The quality factor quantifies the separation between the signal and noise levels and is defined 

as: 

𝑄 =
𝜇signal−𝜇noise

𝜎signal+𝜎noise
    (13) 

where µsignal and µnoise denote the mean values of the signal and noise,  respectively,  and σsignal  and 

σnoise represent their corresponding standard deviations. A higher Q value implies a clearer distinction 

between the signal and noise, which generally corresponds to a lower bit-error rate (BER). 

Figure 9 describes the BER versus the transmitted power for various modulation schemes, including 

QPSK, 8-PSK, 16-PSK and 16-QAM. At a transmitted power of 0, all schemes exhibit BER values 

around 0.5, except for 16-QAM, which has a slightly higher BER of 0.51. As the transmitted power 

increases to 10, the BER decreases, with QPSK showing a significant improvement, at a transmitted 

power of 15, QPSK achieves an exceptionally low BER of 3.00E-05, demonstrating its resilience to 

errors. At higher transmission-power levels, the BER values consistently approach zero, indicating that 

higher transmission-power levels contribute to a stronger and more reliable signal, resulting in 

significantly reduced error rates. QPSK consistently achieves lower BER values across the range of 

transmitted powers, while 16-QAM appears to be more sensitive to variations in transmitted power, 

especially at lower levels. 

The observed differences in BER performance between modulation schemes can be attributed to the 

inherent characteristics of their constellation designs and the robustness to noise. QPSK utilizes a four- 

point constellation with wider Euclidean distances between symbols, making it more resilient to noise 

and channel impairments. In contrast, 16-QAM compresses 16 symbols into the same signal space, 

resulting in closer constellation points and increased susceptibility to errors in the presence of noise or 

power variations. Although higher-order modulation schemes, such as 16-QAM, offer superior 

spectral efficiency, they suffer from reduced robustness under adverse conditions. This trade-off is 

evident in our simulations (as seen in Figure 9), where QPSK maintains a lower BER across various 

transmitted power levels due to its larger decision regions, while 16-QAM exhibits a higher BER in 

low-power scenarios. These results highlight the fundamental balance between spectral efficiency and 

signal robustness in FSO-communication systems. 

In our model, the received optical power Preceived is expressed as: 

𝑃received = 𝑃transmitted. 𝑒
−𝛼𝐿. 𝑒−𝛽𝐶𝑛

2𝐿5 3⁄
(14)
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Figure 9. BER vs. transmitted power (dB). 

where, 𝑃transmitted is the transmitted optical power, L is the link distance, α represents the attenuation

coefficient due to clouds (derived from empirical models, such as those based on Mie scattering 

theory), 𝐶𝑛
2 is the  refractive-index structure parameter, characterizing the strength of atmospheric

turbulence and β is a scaling constant that captures turbulence-induced fading. 

The degradation in received power due to atmospheric turbulence is further characterized by the Rytov 

variance: 

𝜎𝑅
2 = 1.23𝐶𝑛

2𝑘7 6⁄ 𝐿11 6⁄  (15) 

with 𝑘 =
2𝜋

𝜆
 being the optical wave number and λ the operating wavelength. Under strong turbulence,

the factor 𝑒−𝛽𝐶𝑛
2𝐿5 3⁄

 effectively models the fading effect that affects the received signal.

Figure 10 illustrates the BER in different modulation schemes, including QPSK, 8-PSK, 16-PSK and 

16-QAM, at different levels of the OSNR. The OSNR is defined as the ratio of the received optical 

signal power to the noise power spectral density: 

OSNR =
𝑃signal

𝑁0.𝐵
(16) 

where Psignal represents only the power of the transmitted signal (without the noise contribution) 

contrary to Preceived which is the optical power detected in the receiver after accounting for losses due to 

atmospheric and cloud attenuation. N0 represents the spectral density of the noise power. B is the 

bandwidth of the channel over which the optical signal and noise are measured. The data shows that at 

an OSNR of 0, higher BER values are observed, with QPSK demonstrating a lower BER, indicating its 

robustness in maintaining signal quality. Higher-order modulation schemes, like 16-PSK and 16-

QAM, exhibit higher BERs, indicating increased sensitivity to noise. As OSNR increases to 5, 10 and 

15, the BER decreases consistently, with QPSK demonstrating superior performance with extremely 

low BER values. At higher OSNR levels (20 and 25), the BER values approach zero, indicating a 

substantial reduction in errors. QPSK maintains its advantage with consistently low BER, but even 

higher-order modulation schemes achieve highly reliable communication under these favorable 

conditions. 

Figure 10.  BER vs. OSNR (dB). 
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The trade-off between spectral efficiency and noise robustness plays a critical role in the performance 

of different modulation schemes in FSO communication. QPSK, with its four-symbol constellation, 

benefits from larger Euclidean distances between symbols, making it inherently resilient to noise and 

channel impairments. This ensures a consistently low BER even in challenging conditions. However, 

higher-order modulation schemes, such as 16-QAM, achieve greater spectral efficiency by packing 

more symbols into the same signal space. Although this increases data throughput, it also reduces the 

separation between constellation points, making the modulation more sensitive to noise and signal 

distortions. However, under optimal conditions, such as high optical signal-to-noise ratio, minimal 

attenuation and low turbulence, 16-QAM and other higher-order schemes can maintain low BER 

values due to the reduced impact of noise. This highlights the fundamental trade-off: QPSK remains a 

robust choice across a wide range of conditions, whereas higher-order modulations can achieve similar 

performance when the channel provides a high- quality, low-noise environment. 

Figure 11 shows the values of the quality factor for different modulation schemes, QPSK, 8-PSK, 16-

PSK and 16-QAM, at varying levels of OSNR. At an OSNR of 0, the quality-factor values are 

relatively high, indicating decent signal quality. However, 16-QAM has the lowest quality factor at 

this level, suggesting that it is more susceptible to noise. As OSNR increases to 5 and 10, the quality 

factor improves consistently, with QPSK and 8-PSK exhibiting higher quality factors, while 16-QAM 

shows a significant improvement, highlighting its ability to benefit from increased OSNR for 

enhanced signal quality. At OSNRs of 15 and 20, the quality factor continues to increase, with QPSK 

and 8-PSK maintaining strong performances, while 16-QAM shows a substantial improvement, 

indicating its ability to achieve higher signal quality at elevated OSNR levels. At the highest OSNR 

level of 25, QPSK and 8-PSK maintain high quality factors, while 16-QAM achieves a notable 

improvement. 

Figure 11. Quality factor vs OSNR (dB). 

Figure 12 illustrates the EVM values obtained for different modulation schemes, QPSK, 8-PSK, 16-

PSK and 16-QAM, at different levels of OSNR. EVM is calculated by comparing the received optical 

signal’s constellation points to the expected or ideal points based on the modulation scheme used. 

Lower percentages of EVM indicate a higher fidelity of the received signal to the ideal signal. The 

relationship between EVM and OSNR provides insight into how signal distortion varies with changes 

in signal quality for each modulation scheme. At an OSNR of 0, all modulation schemes exhibit 

relatively high EVM values, indicating significant signal distortion due to low signal-to-noise ratios. 

Our simulation results indicate that, under optimal atmospheric conditions, 16-QAM can achieve 

lower EVM values. This suggests that, with effective receiver processing and in low-noise 

environments, higher-order modulation schemes can also deliver high signal fidelity. As OSNR 

increases to 5, 10 and 15, the EVM values decrease for all modulation schemes, contributing to 

improved signal quality and reduced distortion. QPSK and 8-PSK consistently exhibit lower EVM 

values, demonstrating their resilience even under optimal conditions. Higher-order modulation 

schemes, such as 16-PSK and 16-QAM, still exhibit higher distortion compared to simpler modulation 

schemes. Although QPSK typically benefits from a larger decision region, our simulation results 

indicate that under favorable OSNR conditions, 16-QAM can achieve lower EVM values. This 

suggests that, with effective receiver processing and in low-noise environments, higher-order 

modulation schemes can also deliver high signal fidelity. 
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Figure 12. EVM (%) vs OSNR (dB). 

In conclusion, our study provides a comprehensive evaluation of ground-to-satellite FSO 

communication systems under realistic atmospheric conditions. The simulation results demonstrate 

that as the link length increases, the adverse effects of atmospheric turbulence and cloud attenuation 

become more pronounced, leading to deteriorated performance metrics. Among the modulation 

schemes analyzed, QPSK emerges as the most robust option, consistently providing lower BER and 

higher quality factors in high-attenuation scenarios. These insights are critical for designing resilient 

FSO systems, particularly for satellite-communication applications where maintaining link reliability 

under extreme conditions is paramount. Future work will explore adaptive modulation strategies and 

real-world experimental validation to further optimize system performance. 

6. LIST OF ABBREVIATIONS

Table 5. List of abbreviations. 

Abbreviation Full Form Abbreviation Full Form 

FSO Free Space Optical DWT Discrete Wavelet Transform 

BER Bit Error Rate MIMO Multiple-Input Multiple-Output 

OSNR Optical Signal-to-Noise Ratio ADC Analog-to-Digital Converter 

SNR Signal-to-Noise Ratio DSP Digital Signal Processing 

QPSK Quadrature Phase Shift Keying LEO Low Earth Orbit 

8-PSK 8-Phase Shift Keying GEO Geostationary Orbit 

16-PSK 16-Phase Shift Keying WDM Wavelength Division Multiplexing 

16-QAM 16-Quadrature Amplitude Modulation

OOK On-Off Keying 
RF Radio Frequency 

DPSK Differential Phase Shift Keying HT Hilbert Transform 

M-PSK M-ary Phase Shift Keying 𝐶𝑛
2 Refractive Index Structure Parameter

M-QAM M-ary Quadrature Amplitude

Modulation 
MZM Mach–Zehnder Modulator 

LOS Line of Sight AWGN Additive White Gaussian Noise 

CWT Continuous Wavelet Transform Q Quality Factor 

7. CONCLUSION

FSO communication is crucial to improve resilience and adaptive capacity to climate-related hazards 

and natural disasters, with high data rates and low latency. Its applications include 

telecommunications, disaster response, military communications, scientific research and aerospace. 

FSO’s rapid deployment capabilities and versatility in addressing diverse communication challenges 

make it essential in regions where traditional infrastructure is impractical or disrupted. 

The study examines the challenges faced by FSO technology, particularly in satellite-to-ground 

communications amid atmospheric obstructions, such as clouds and turbulence. It reveals that QPSK 

modulation is the optimal choice for FSO communication in satellite networks facing cloud-induced 
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attenuation. QPSK consistently maintains the lowest BER even in adverse conditions and exhibits 

exceptional resilience in the face of varying transmitted power and noise levels. 

Future research will focus on refining mitigation strategies for cloud effects on FSO system 

performance, exploring innovative modulation techniques and developing advanced models to 

quantify atmospheric impacts more accurately. Practical implementation and field testing of the 

proposed FSO system under real-world conditions would provide valuable insights into its 

performance and robustness. 
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ملخص البحث:

يعُدددددتصّال لّددددد فصاالّدددددلحرص دددددرصااةلددددد  صااتدددددعّص دددددالاصا    ددددد صااّ  ددددد صاا   ايدددددتص  ددددد صال لّددددد ل ص

صاكدددددمصّص لاحدددددتصم هددددد صمعدددددتلّ صا  أددددد  ص   ددددد ص  مددددد  ص  لددددد   هدددددلصيت دّدددد صصعصاالّددددد   ر مدددددمصاا  ددددد

 دا صال لّددددد فصاالّدددددلحرص دددددرصااةلددددد  صااتدددددعّصي دددددُّلعصاددددد اّ ع  صاا     ددددد  صم ددددد ص  دددددك  صاا  دددددل  ص

 الضدددددددد عا،صاالددددددددلّف ص اا ددددددددرص  تدددددددد ّ ص ددددددددرص ضددددددددع  صا  دددددددد   ص   دددددددد   ه ص ضدددددددد   لاصاادددددددد ص

 مددددددمصالأمددددددل صالأف فدددددد  ص ّ صااةهدددددد صالأ لدددددد صا ددددددُّل عا صااّ ددددددع  صااللّيدددددد صص  ددددددلّط  صااّ ددددددل  

 فصاالّددددددلحرص ددددددرصااةلدددددد  صااتددددددعّص ادددددد ص  أدددددد ص   دّدددددرصافدددددد عا  ل   ص  دددددد ص دا ص أ  دددددد صال لّدددددد

صا تددددددتصّمددددددمصطدددددد  صاا دّدددددُّل عا صصأ  عدددددد  ص  عدّددددد فصا  دددددد صآ عددددددتصّ لطعيدددددد ص   فدددددد  صالدددددد   ص دا   مددددددم 

صصالأأ    ص

 ددددددرصطدددددد  صااتّ افدددددد  صن  دددددد صا   دددددد  ص دا ص أ  دددددد صال لّدددددد فصاالّددددددلحرص ددددددرصااةلدددددد  صااتددددددعّص تدددددد ص

لددددددلّفص   ددددددك  صاا  ددددددل ص  ألا هدددددد  صمدددددد صظددددددع  ص لّيدددددد صم   ةدددددد صمددددددمص  دددددد صالضدددددد عا،صاا

اا عّك ددددد ص  ددددد ص أ  ددددد صال لّددددد فصمدددددمصالأ  ص اددددد صاا  دددددعصاالّددددد   ر ص ندددددتص    ددددد ص  ددددد ص ت  ددددد ص

ااعتيدددددتصمدددددمص    ددددد  صاا عّدددددتي ص اا    أددددد صا  هددددد صا عع ددددد صاا ّ    ددددد  صاا دددددرص اح هددددد صكددددد ص    ددددد صمدددددمص

ص  فدددد  صمددددمص  دددد ص    دددد  صاا عّددددتي  ص  تدددده صاا ّ دددد حوصااّ ددددرص ددددّ صااتلددددلفص   هدددد ص ددددرص ددددل   عص ؤىلا

 تتدددددد مصافدددددد عا  ل   صاا عددددددتي  صمددددددمص  دددددد صااتلددددددلفص  دددددد ص  اادددددد صضددددددلح  ص  تّدددددد صا ا   أدددددد ص

ص اا لللن  صا مصالأ  ص الأن   صاالّ      
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مرتضى العزاوي، سعد علي الفضلي، أحمد الشمري، زيد أمين عبد الجباّر، و فنسنت أومولو نيانغاريزي

نحو تحسين قوّة الإرسال في رابط التنزّيل في أنظمة السّطح العاكس الذّكي اللاّسلكية المتكاملة مع   ١٨٤ - ١٩٦
الطّائرات بدون طيار

علي رضا، تامر مكاوي، و أشرف مهران

تأمين الاتصّالات اللاّسلكية باستخدام حصَاد الطّاقة وتنو�ع الهوائيات المتعدّدة  ١٩٧ - ٢١٠
نغوين كوانغ سانغ، تران كونغ هونغ، تران ترنغ دوي، منه تران، و بيونغ سيو كيم

دراسة للتقّنيات الحديثة لاستعادة الصّور: مسح شامل   ٢١١ - ٢٣٧
نكيتا سنغال، أنوب كادام، برافش كومار، ريتيك سنغ، أريان ثاكور، و براناي

نحو نظام مصادقة آمن لإنترنت الأشياء قائم على الحوسبة الضّبابية وتقنيات سلاسل الكتُل لمقاومة   ٢٣٨ - ٢٥٩
هجمات ٥١٪ وهجمات الاختطاف الإلكترونية

موفق جواد، علي ياسين، حامد عبد الأسدي، زيد عبد الجباّر، فنسنت نيانغاريزي، زيد حسين، و حسام نعمة

اتصّالات الفضاء الحرّ الضّوئية (FSO) من الأرض إلى القمر الصّناعي: تقييم تقنيات التعّديل تحت تأثيرات   ٢٦٠ - ٢٧٨
السّحابة والاضطراب

منى غاراي، مها سليطي، و عبد الرحمن الفقي
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